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I. INTRODUCTION
The measurement of the modulation transfer function (MTF) is one of the key steps in characterizing a system in terms of linear response theory. This measurement can be performed by imaging an object whose spatial frequency content is known, such as a linear object or an edge. In the latter case, it is necessary to differentiate the edge spread function (ESF) to obtain the line spread function (LSF). The MTF is then the normalized magnitude of the Fourier transform of the LSF.

While the MTF of most systems is expected to vary smoothly as a function of spatial frequency, noise in the imaging system can result in a measured MTF which fluctuates significantly. Although the noise can generally be reduced by acquiring and averaging over multiple images, this is not always practical or feasible. For example, if MTF measurements are to become part of routine quality assurance for digital systems, averaging over multiple images is not significantly effective. Although the noise can generally be reduced by acquiring and averaging over multiple images, this is not always practical or feasible.
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II. BACKGROUND
In measuring the MTF of a digital device using the ESF, an object with a well defined edge is oriented so that the edge is almost parallel to the columns of detector elements and imaged. The precise orientation of the edge can be determined from the acquired image. The signal recorded by each detector element is a function of the perpendicular distance of the detector element from the edge. By combining multiple rows of detector elements, the ESF can be super-sampled, i.e., sampled with a spacing finer than the spacing between detector elements on the detector surface.

This measurement can be performed by imaging an object whose spatial frequency content is known, such as a linear object or an edge. In the latter case, it is necessary to differentiate the edge spread function (ESF) to obtain the line spread function (LSF). The MTF is then the normalized magnitude of the Fourier transform of the LSF.

While the MTF of most systems is expected to vary smoothly as a function of spatial frequency, noise in the imaging system can result in a measured MTF which fluctuates significantly. Although the noise can generally be reduced by acquiring and averaging over multiple images, this is not always practical or feasible. For example, if MTF measurements are to become part of routine quality assurance for digital systems, averaging over multiple images is not significantly effective. Although the noise can generally be reduced by acquiring and averaging over multiple images, this is not always practical or feasible.

A method for conditioning data used in the measurement of the modulation transfer function (MTF) is discussed. This method is based upon imposing the constraint that the edge spread function (ESF) is monotonic. The advantages of this technique, when applicable, are demonstrated with simulated examples for which the true MTF is known. The application of this technique in the measurement of the MTF of a digital detector in clinical use is also demonstrated. © 2003 American Association of Physicists in Medicine. [DOI: 10.1118/1.1534111]
related artifacts. The chief disadvantage is that, as one can no longer use the fast Fourier transform (FFT) algorithm, the calculation is significantly more time consuming. For instance, without any significant effort at optimization, our calculations without the FFT took a few minutes, compared to on the order of a second for a highly tuned FFT. Several techniques have been recommended for calculating the Fourier transform of nonuniformly spaced data, particularly in astronomy where sample times cannot be completely controlled, but as the sample spacing here does not vary greatly from uniform spacing we have used a simple direct calculation of the Fourier transform of the derivative:

\[
\text{MTF}(f) = C \sum_i W((x_{i+1} + x_i)/2) \times (y_{i+1} - y_i) e^{2\pi i f(x_{i+1} + x_i)/2},
\]

where \( f \) is the magnitude of the spatial frequency at which the MTF is being estimated (the direction being perpendicular to the edge), \( W \) is an optional windowing function, and the constant \( C \) is chosen so that \( \text{MTF}(0) = 1 \). We have generally used a Hann window,

\[
W(x) = 1 - \cos \left( \frac{2\pi(x - x_{\min})}{x_{\max} - x_{\min}} \right),
\]

where \( x_{\min} \) and \( x_{\max} \) are the limits of the data interval.

### III. RESULTS

#### A. Simulations

Figure 1 shows a numerical example of the application of this technique to an idealized set of data. Figure 1(a) shows the ESF for a one-dimensional detector element which is modeled as being uniformly sensitive along its length and completely insensitive beyond its endpoints. For this example, the length of the detector element is 4 times the sample spacing, and the entire data set consists of 512 samples. Figure 1(b) shows the MTF obtained from the absolute value of the Fourier transform of the derivative of the ESF, normalized to unity at zero spatial frequency. Since the spacing between the detector elements is equal to their lengths, the first two zeros of the MTF in Fig. 1(b) correspond to twice and four times the highest un-aliased frequency supported by the detector array. In Fig. 1(c) additive white noise has been introduced (for the added Gaussian noise, \( \sigma \) corresponds to 1/40 of the difference in the ESF at the endpoints). Figure 1(d) shows the direct calculation of the MTF by taking the Fourier transform of the numerical derivative of Fig. 1(c). Clearly the MTF is significantly degraded by the noise. In Fig. 1(e) the data set from Fig. 1(c) was smoothed with a box-car filter (five sample points wide) before differentiating. The noise in the MTF is reduced, but the value of the MTF is systematically underestimated. In Fig. 1(f) the data from Fig. 1(e) was corrected by dividing by the appropriate sinc function, but this also restores the noise. Figure 1(g) shows the fit to the data from Fig. 1(c) using constraints from Eq. (2). Both Figs. 1(g) and 1(h), the resulting estimate of the MTF, show a significant reduction in noise. Further, the estimate of the MTF tracks the known MTF used in the simulation, including the position at which
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**Fig. 1.** The ESF (a) of a hypothetical one-dimensional detector element, which integrates uniformly over a region of a given length (here four times the sample spacing), gives an MTF (b) whose shape is the absolute value of a “sinc” function. The addition of noise (c) significantly changes the appearance of the calculated MTF (d). Uncorrected smoothing of the spatial data causes an underestimate of the MTF (e), while correcting the MTF (f) by division by the absolute value of the Fourier transform of the smoothing function gives noise similar to the uncorrected calculation (d). The monotonically fit (g) to the noisy data (c) gives an estimate of the MTF (h) which appears both smooth and without systematic error.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Max. error</th>
<th>Root-mean-square error</th>
<th>Average error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>1.57</td>
<td>0.419</td>
<td>0.301</td>
</tr>
<tr>
<td>Smoothed</td>
<td>0.44</td>
<td>0.199</td>
<td>0.158</td>
</tr>
<tr>
<td>Smoothed and corrected</td>
<td>2.22</td>
<td>0.444</td>
<td>0.313</td>
</tr>
<tr>
<td>Monotonically constrained</td>
<td>0.06</td>
<td>0.031</td>
<td>0.026</td>
</tr>
</tbody>
</table>

**Table 1.** A comparison of errors in the estimate of the MTF by various metrics for a simple one-dimensional detector. The corresponding graphs are shown in Fig. 1.
the MTF vanishes. In Table I the errors in the various techniques of estimating the MTF are compared by means of the maximum, root-mean-square, and average error. In all cases, the estimate based on the monotonicity constraint shows the lowest error, in agreement with visual inspection of the graphs in Fig. 1. Figure 2 shows a superposition of details of Figs. 1(a), 1(c), and 1(g) near the edge. The conditioned fit tracks the simulated data in the region of the edge itself, but away from the edge random fluctuations in the simulated data are quickly dampened by the monotonicity constraint.

Figure 3 shows a more realistic simulated example. The hypothetical detector consists of a two-dimensional array of 200×200 μm elements with 200 μm spacing. The detector response was modeled as a Gaussian transfer function (σ = 20 μm) convolved with the aperture of the individual detector elements. The aperture was modeled as the convolution of the characteristic functions of two squares with sides 200 μm and 50 μm. Using this model, the image of an edge oriented at 1.7° to the detector grid was simulated. The MTF at this angle is shown as the dark, dashed curve in Figs. 3

The angle of the edge relative to the detector array was determined by an automatic fit [Eq. (3)] giving a significant reduction in noise, as shown in Fig. 3(d). Quantitative measures of the error in the estimate of the MTF agree with the visual impression that the monotonic constraint improves the estimate of the MTF, as detailed in Table II. Figure 4 shows a detailed profile near the edge of both the theoretical shape of the ESF used in the simulation, the simulated data, and the conditioned fit. Again, the monotonicity constraint allows the fitted data to follow the simulated data in the region of the edge, but quickly dampens random fluctuations beyond this region. The inset in Fig. 4 illustrates the texture of the colored noise.

### B. Practical example

Figure 5 shows the application of this technique to data acquired from a digital detector in clinical use. The MTF test tool consisted of a 27 μm niobium foil with four ground edges arranged in a 5 cm square, supported on a 0.8 mm aluminum sheet 10 cm square. The tool was aligned so that the edges were at a slight angle (measured at 0.86°) to the detector array. The MTF test tool was designed for routine measurement of the MTF. The test tool has now been used in a number of clinical trials of digital mammography. A single image at 28 kVp, 60 mA was acquired on a prototype of the GE Senographe 2000D full-field digital mammography system. This system incorporates a detector consisting of a large area matrix of photodiodes on an amorphous silicon substrate. The entire detector is coated with a layer of CsI(Tl). The detector element size is approximately 100 μm
and digitization is performed to a precision of 14 bits/pixel. The system uses a mammography unit that is essentially identical to the GE DMR mammography system used for screen-film mammography. For clinical image processing, the GE system applies a logarithmic rescaling and a proprietary peripheral equalization algorithm to the images after dark subtraction and flat-fielding. As a prototype, both the raw (dark subtraction and flat-fielding only) and processed (rescaled and peripherally equalized) images were available. The raw images were used in the calculation of the MTF. A region of interest consisting of 60 rows of data each 256 samples long straddling the edge was then selected for analysis. In Fig. 5, curve A shows the MTF calculated using resampling, curve B shows the MTF calculated without resampling, and curve C shows the curve calculated using the monotonicity constraint. Again, the monotonicity constraints greatly reduces the noise in the estimated MTF.

IV. DISCUSSION

All methods of measuring the MTF of a system rely upon measuring the spectral response to a known signal. The image of a sharp edge is relatively easy to produce and contains all spatial frequencies (or more precisely, all spatial frequencies whose frequency vector is perpendicular to the edge). By slanting the edge slightly relative to the matrix of detector elements one can obtain a super-sampled data set which allows one to estimate the response of the detector at frequencies above the highest unaliased frequency supported by the detector array. The MTF can then be estimated by calculating the Fourier transform of the derivative of the ESF. Estimation in this manner tends to introduce a significant amount of noise in the estimate of the MTF. All methods of reducing this noise depend upon a priori assumptions about the nature of the MTF. Generally these assumptions result in a smoothing of either the spatial or frequency data. In either case, this can lead to systematic errors in the estimate of the MTF. Smoothing the spatial data tends to underestimate the response at high spatial frequencies, as convolution with the smoothing kernel corresponds to multiplication in frequency space with a function which decreases at high frequencies. Smoothing the MTF can lead to the systematic loss of features such as peaks and valleys in the MTF.

The use of monotonicity of the ESF as a constraint introduces an alternative which, to the best of our knowledge, has not been previously investigated. As seen in the examples, this constraint reduces the noise in the MTF. The two simulated examples indicate that, when applicable, the use of this constraint does not distort the MTF. Further, the application to an actual, clinical system showed no difficulty.

One particular aspect of the use of this constraint is that it is “adaptive” in the sense that near the edge the fitted function is able to change rapidly, while as one moves away from the edge the fit is more and more constrained by the accumulated data points. This is significant because in estimating the MTF by more conventional methods, the length of the rows of data used in the calculation represents a compromise between the desire to measure low-frequency components (which requires long data rows) and the desire to reduce noise in the estimated MTF (by using data rows of moderate length). The nature of this compromise is made clear in light of the fact that the variance in the estimate of each Fourier component is proportional to the row-length, while the expectation value of each Fourier component rapidly approaches its asymptotic limit once the length of the rows is great enough to properly contain the edge. Indeed for most practical digital detectors most of the power in the derivative
of the ESF occurs within a distance from the edge of only a few times the detector spacing. By using monotonicity, data far from the edge is highly constrained, so that the noise in the Fourier components does not increase with increasing row length.

As with other methods for measuring the MTF using the image of a sharp edge, this technique relies on several criteria being satisfied. First, if the edge is not sufficiently sharp then the apparent MTF of the detector will be decreased. Second, if the edge curves appreciably over the region of interest being analyzed, this will also produce an apparent broadening of the LSF and decrease the apparent MTF. Third, as with similar techniques, the region-of-interest must be chosen sufficiently small so that nonuniformity in the x-ray flux does not cause unacceptable systematic errors.

While a major advantage of the regularization procedure discussed here is that increasing the size of the region-of-interest (in the direction perpendicular to the edge) does not greatly increase the statistical noise in the estimate of the MTF, this procedure does not aid in distinguishing spatial variations associated with the response function from spatial variations due to nonuniformity of the incident x-ray flux.

The use of the monotonicity constraint may be misleading if the detector shows significant structural nonuniformity. For example, some types of detectors present problems in that the geometric arrangement of the regions to which the detector elements respond is not easily determined with precision, such as detectors using bundles of optical fiber tapers. To the extent that such artifacts are evident, the system violates the assumptions of shift-invariance upon which the definition of the MTF is based. In general, such effects are not so large as to render the MTF useless, although the use of non-Fourier based techniques has been suggested. The data conditioning described in this paper does not address these issues.

As with any a priori constraint, monotonicity is only useful when the constraint is (at least approximately) valid. In particular, some detectors show overshoot and undershoot in the ESF, as in xeroradiography. Clearly, this technique would distort the MTF of such devices by removing the overshoot and undershoot. Given these caveats, for appropriate devices the monotonicity constraint should be useful, particularly when the amount of data available is limited, as shown by the examples in this paper.
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APPENDIX: MINIMIZATION PROCEDURE

The minimization problem given by Eq. (1) subject to the monotonicity constraint, Eq. (2), is a special case of a class of problems which can be solved by the techniques of quadratic programming. The case is sufficiently special that it is worth discussing the algorithm for its solution without reference to the more general problems handled by quadratic programming.

Slightly generalizing the problem, given data \(Y_1, Y_2, \ldots, Y_N\), the goal is to minimize

\[ \chi^2 = \sum_i w_i (y_i - \bar{y}_i)^2, \]  
subject to the monotonicity constraint

\[ y_1 \leq y_2 \leq \cdots \leq y_N, \]

where the \(\{w_i\}\) are positive weights associated with the measured values. In the main text we have treated the weights associated with each of the data points as being equal to a common value, so that this common value can be factored out (or equivalently, set \(w_i = 1\)). In a more careful treatment one might take each weight as the reciprocal of the variance in the corresponding detector element, but it is questionable as to whether this will greatly improve the precision of the result, and in any case would require the acquisition of multiple data sets, which is a requirement we are attempting to avoid.

Any collection of values \(\{y_i\}\) satisfying the monotonicity constraint is said to be feasible. Considered as points in \(\mathbb{R}^N\), the set of feasible (i.e., potential) solutions is a convex set (i.e., given two feasible solutions in \(\mathbb{R}^N\), all points on the line segment between them are also feasible). The function \(\chi^2\) is itself strictly convex, i.e., given two points \(\{y_i\}\) and \(\{y'_i\}\) in \(\mathbb{R}^N\) the value of \(\chi^2\) at any point on the line segment between the two points is less than the value estimated by linear interpolation from the endpoints, with equality only at the endpoints.

**Lemma 1:** If for some index \(m\), \(Y_m > Y_{m+1}\), and \(\{y_i\}\) is a feasible solution, then there is a value \(y'\) such that when \(y_m\) and \(y_{m+1}\) in \(\{y_i\}\) are both set equal to \(y'\), the result is a feasible solution for which the value of \(\chi^2\) is not greater than for the original \(\{y_i\}\).

**Proof:** Since \(\{y_i\}\) is feasible, \(y_m \leq y_{m+1}\). If \(y_m \geq Y_{m+1}\), let \(y' = y_m\). If \(y_m < Y_{m+1}\), let \(y'\) be the lesser of the two values \(Y_{m+1}\) and \(y_{m+1}\).

**Lemma 2:** If \(Y_m > Y_{m+1}\), then one can reduce the search for a minimum to a search in \(\mathbb{R}^{N-1}\) as follows. Let \(\{z_i\}\) be an \(N-1\) vector, with constraint \(z_1 \leq z_1 \leq \cdots \leq z_{N-1}\), and let

\[ \bar{\chi}^2 = \sum_i \tilde{w}_i (z_i - Z_i)^2, \]  

where

\[ \begin{align*}
Z_i &= Y_i, & i < m, \\
Z_m &= w_m Y_m + w_{m+1} Y_{m+1}, & \tilde{w}_m = w_m + w_{m+1}, \\
Z_i &= Y_{i+1}, & \tilde{w}_i = w_{i+1}, & i > m,
\end{align*} \]

and translate the minimization of the new problem back to the original via
\[ y_i = z_i, \quad i < m, \]
\[ y_m = y_{m+1} = z_m, \]
\[ y_{i+1} = z_i, \quad i > m. \]

**Proof:** By the first lemma, the search can be confined to the feasible solutions which satisfy the additional constraint \( y_m = y_{m+1} = y^\dagger \). Translating \( y^\dagger \) to \( z_m \), the relevant terms of \( \chi^2 \) can be written as

\[ w_m(y^\dagger - Y_m)^2 + w_m(Y - Z_m)^2 = (w_m + w_{m+1})(z_m - Z_m)^2 + w_m(Y - Z_m)^2 + w_{m+1}(Y - Z_m)^2, \]

(A5)

where \( Z_m \) is the weighted average of \( Y_m \) and \( Y_{m+1} \). As \( Y_m \), \( Y_{m+1} \), and \( Z_m \) are constants, only the first term on the right is relevant in the search for the point \( \{y_i\} \) which minimizes \( \chi^2 \), and relabeling the relevant quantities gives the lemma.

By applying Lemma 2, one can iteratively reduce the dimensionality of the problem until the data itself \( \{Z_i\} \) is monotonic, at which point the solution is simply \( z_i = Z_i \). This also proves the existence and uniqueness of the solution, as at each reduction of the dimensionality one obtains a statement of the problem equivalent to the previous one, and for the final version of the problem the data itself is monotonic.