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ABSTRACT   

A novel breast image registration method is proposed to obtain a composite mammogram from several images 

with partial breast coverage, for the purpose of accurate breast density estimation. The breast percent density 

estimated as a fractional area occupied by fibroglandular tissue has been shown to be correlated with breast 

cancer risk. Some mammograms, however, do not cover the whole breast area, which makes the interpretation 

of breast density estimates ambiguous. One solution is to register and merge mammograms, yielding complete 

breast coverage. Due to elastic properties of breast tissue and differences in breast positioning and deformation 

during the acquisition of individual mammograms, the use of linear transformations does not seem appropriate 

for mammogram registration. Non-linear transformations are limited by the changes in the mammographic 

projections pixel intensity with different positions of the focal spot.  We propose a novel method based upon 

non-linear local affine transformations. Initially, pairs of feature points are manually selected and used to 

compute the best fit affine transformation in their small neighborhood. Finally, Shepherd interpolation is 

employed to compute affine transformations for the rest of the image area. The pixel values in the composite 

image are assigned using bilinear interpolation. Preliminary results with clinical images show a good match of 

breast boundaries, providing an increased coverage of breast tissue. The proposed transformation can be 

controlled locally. Moreover, the method is converging to the ground truth deformation if the paired feature 

points are evenly distributed and its number is large enough. 
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1. INTRODUCTION 

Breast density, the relative amount of fat and dense tissue in the breast as seen in a mammogram, has been 

shown to be correlated with breast cancer risk.  A number of methods
[1][2]

 have been proposed to measure breast 

density from mammograms. However, some mammograms do not cover the entire patient’s breast, e.g., due to 

large breast size in comparison to the x-ray imaging detector. This is of particular importance for the estimation 

of breast density, a biomarker of breast cancer risk.  Partial breast visualization limits our ability to calculate 

breast density.  One solution is to register and merge such partial mammograms, yielding complete breast 

coverage. Registration of mammograms is challenging because the mammogram is a 2D projection of non-rigid 

breast tissues.  As a result, the 3D arrangement of the breast tissue is not exactly replicated in partial projections 

of large breasts. This is further complicated by differences in mammographic compression between images.   

 

Registration techniques can be categorized as: 1) feature based techniques
[3][4]

, which use feature points to match 

the images; 2) intensity based algorithms
[5]

, which use the gray value of images; and 3) hybrid methods
[6]

 that 

generate mapping between images (using feature points) with constraint on their intensity. For all of these 

registration techniques, a transformation must be determined so that the points in warped image can be related to 

their corresponding points in the reference image. Based on the number of degrees of freedom, the 

transformation models can use linear transformation (rigid and affine), elastic models or diffeomorphic 

transformations.  Local controls cannot be achieved from the linear transformation model as the global 

parameters are computed for the entire image. The elastic model offer high order control, but the performance of 

elastic models is a balance between flexibility and computational complexity. Diffeomorphic transformations, 

which preserve topology, have resulted in good performance in a number of applications including brain MRI 

image registration.  

 

The main difficulty of feature-based methods is to extract and match intrinsic feature points from mammograms, 

as there are no significant landmarks in a mammogram except the nipple.   In this paper, a novel feature based 

approach, non-linear local affine transformation, is proposed to obtain a composite image from several images 

with partial breast coverage. Feature points are manually selected near the nipple, breast boundary and inside the 
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breast based upon visual similarity in both mammograms. Affine transformations between sets of feature points 

are then computed. Finally, Shepherd interpolation
 [7]

 is used to extend affine transformations to the entire 

breast. The pixel values in the composite image are assigned using the average of different images. Results with 

clinical images show that the resulting image cover different parts of original images, and the same texture from 

both registered images has a good agreement in composite image.  

 

Qualitative testing is presented on selected images from the ACRIN DMIST database
[8]

. This work was tested 

with anonymized images obtained about IRB ethical review. A clinical image was split into two overlapping 

partial images; one partial image was transformed (the warped image), while another was not modified (the 

reference image).  Those images were treated as a pair of mammograms with different coverage.  

 

2. METHODOLOGY 

2.1 Extraction of feature points 

Our algorithm requires that feature points be extracted prior to registration, and the result of registration will 

depend on the reliability and accuracy of the extracted features. Automatic identification and extraction of 

feature points is difficult due to the non-linear compression deformation and the lack of significant landmarks in 

mammograms (Fig. 1). Typically, the features are the center of ROI, crossing points, end points and middle 

points. We observe the prominent features (such as ducts and blood vessels) from both images, Fig. 1. The 

crossing points are determined upon visual similarity in both mammograms. Due to compression and different 

positions of the breast, the coordinates of those crossing points may be different in the two mammograms, but 

the orientation of feature and local curvature of crossing points are more likely to be preserved. The advantage 

of our manual extraction is that the correspondence of two sets of feature points can be established during the 

extraction step. We also select other features (end points and middle points) in a small neighborhood around the 

selected crossing points. Subsequently, the deformation between two sets of feature points can be estimated.  

 

 

 
 

Figure 1:  Three clinical images of the same patient from ACRIN DMIST database demonstrating partial 

breast coverage. 

 

 

2.2 Best affine transformation 

Given two sets of feature points in two images that need to be registered, we assume the deformation between 

them can be approximated by affine transformation, which can be considered as a first-order approximation of 

the true transformation resulting from breast projection. 

 

We denote the two images obtained from different angle and different compression by I1 and I2, and assume 

 1 1 2, , , nS X X X  be a set of feature points in I1 (reference image), and  1 1 2, , , nT Y Y Y  be the 

corresponding set in I2 (warped image). Particularly, 1X and 1Y are the crossing points in each set, called the 

centers of 1S and 1T . The affine transformation : ( )x Ax b    mapping 1S into 1T  can be obtained by solving 

the optimization problem: 

Proc. of SPIE Vol. 8668  86684J-2

Downloaded From: http://spiedigitallibrary.org/ on 07/15/2016 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx



 

 
 

 

                     
2 2 2

2

1
,

arg min
n

j jj
A R R b R

AX b Y


  

                            (1) 

where A  is  a 2x2 matrix including scaling and rotation, 2b R  is a translation vector.  

 

The solution of the above optimization problem can be expressed as: 
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where 1 2, , , nX X X X    and 1 2, , , nY Y Y Y   . 

 

Similarly, for each corresponding pairs of feature sets 1 1 2 2( , ),( , ), ,( , )k kS T S T S T , we can also obtain the best 

affine transformations  1 2, , k  ,  that minimize the least square error.  Note that if we consider  i as a 

basis, then for an arbitrary point in I1, we can find its affine transformation by combining the basis with different 

non-linear weights [see equation (3) below]. 
 

 
2.3 Non-linear Local Affine Transformation 

The Shepard interpolation
 [7]

, which is a simple case of inverse distance weighting to assign value to unknown 

points based on given points, is employed to compute the local affine transformation   for each non-feature 

point in the image. 

Assume iX  and iY  are the centers of iS and iT , i.e., the affine transformation of iX is i , obtained from 

equation (2).  For any other point Z in I1, its corresponding local non-linear affine transformation  is defined 

as: 

 

 

-

1

-

1

if     
( )=

if      

k

i ii
ik

ii

i i

d
i Z X

Z d

i Z X


















 


  



                            (3) 

where i id X Z  is the Euclidean distance between iX  and Z . Note that non-linear deformation mapping is 

continuous since lim  ( )
i

i
Z X

Z 


 . Moreover, the partial derivatives with respect to two coordinates of   exist 

at all the points if 1  . We choose the default value of  as 2 for convenience of computation. The function 

( )Z  can be considered as the first order approximation of the ground truth deformation in a small neighbor of 

Z . It will converge to the ground truth deformation when the number of neighbors k is large enough and the 

feature points are evenly distributed. Note also that  can be expressed locally as a linear combination of affine 

transformations.  Moreover, local controls can be achieved if we add or delete feature sets in the region of 

interest.  

 

The purpose of our image registration is mapping both I1 and I2 into same region to get composite image, say Ic. 

I1 can be mapped to Ic by a translation transformation; while the non linear local affine transformation   was 

used to estimate the mapping between I2 and Ic, which will change the shape of image Ic. 

 

In order to initialize the size of Ic, we have to determine the maximum and minimum value of I2 under the local 

affine transformation ( )x , where x can be represented by linear combination of four corner points jc  of I2. 
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According to equation (3), we know that ( )x , the local affine transformation at point x, is the linear average of 

i with weight 1, therefore:  

max ( ) max(max ( )), min ( ) min(min ( )).i j i j
x i jx i j

x c x c                               (5) 

Now we can classify Ic 
into four different regions R1: the points x that have only inverse image y in I1; R2: the 

points x with inverse image z only from I2; R3: the points x that have inverse images y both in I1 and in I2; R4: 
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the points that do not have any inverse image. The following strategy is used to assign gray values to the points 

in Ic. 
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2.4 Image validation method 

The simplest validation is obtained from examination of the pixel-wise brightness difference between the 

reference image and the transformed warped image. However, such technique does not provide good 

performance for mammogram registration due to the 3D various projections of the breast tissues. Even if the 

positions of the image features are matched in the warped image and the reference image, the pixel brightness of 

same features will be different since the path of X-ray is different. 

 

As an initial validation, individual clinical images were transformed to mimic partial coverage as illustrated in 

Fig. 2. A clinical image is split into two overlapping partial images. One partial image was transformed (the 

warped image) and another was not modified (the reference image).  Those images were treated as a pair of 

mammograms with different coverage. The registration error can be computed as the difference between the 

original image and the composite image after the registration. 

 

  

Figure 2:  Original image and partial images (1 and 2) for validation. 

 

3. RESULTS 

In this section we present preliminary results using the proposed approach applied to clinic mammograms taken 

from the ACRIN DMIST database of mammograms.  This work is a part of a larger study of racial disparity in 

breast cancer risk. For that project, breast percent density and parenchymal texture of minority women and age-

matched Caucasian controls from the ACRIN DMIST database
[8]

 are being compared.  

Fig. 3 (a,b) illustrates the registration of two images from a large breast using the proposed non-linear local 

affine transformation with 9 pairs of feature sets. The effect of the choice of reference image is shown. Fig. 3c 

shows the composition of 3 partial views that covers the whole breast.  

 

Fig. 4 illustrates the qualitative comparison of the proposed method with the result of Advanced Normalization 

Tools
[9]

, (ANTs) that computes the unsupervised optimal diffeomorphic transformation by minimizing the 

similarity measure between warped image and reference image. The registered image of the warped image (Fig. 

4a) and reference image (Fig. 4b) is shown in Fig. 4c. Fig. 4c illustrates the result of ANTs. 
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Figure 3a, b: Two partial images combined following registration, showing the effect of the choice of reference image. 

Figure 3c: The same breast showing the composition of three images in figure 1 after logarithm of grayscale 

values.  

  

Fig. 5 illustrates the comparison of the original and the registered image. The reference (Fig. 5a) and the warped 

image (Fig. 5b) are obtained from Fig.2c. Fig. 5c illustrates the registered image using the proposed method, and 

Fig. 5d shows the difference between the composite and the original image (Fig. 1a after taking the logarithm).  

 

4. DISCUSSION 

To date, we have been able to achieve anecdotal results that support continued development and testing of this 

new method.  Fig. 3 (a,b) suggests that the proposed method is robust, since the results of registration are similar 

regardless of the choice of the reference image (comparing Figs. 3a and 3b. Fig. 3 indicates that the observable 

features, especially the nipple and the boundary of skin, have good agreement.  

 

Fig. 4 suggusts that the results of the proposed method are comparable to the results of the diffeomorphic 

transform implemented using ANTs, an open source software package.  Particularly, the textures of warped 

image are preserved in registered images, and the shape of registered image is similar as reference image. The 

proposed method may have difficulties in registering some regions of the image (corresponding to region R4, see 

equation (6)).  Fig. 5 suggests that the features in the composite image show good agreement. The registration 

error is smaller in the region of overlap (the upper part of the registered image), since we can extract the 

corresponding feature points only from this region. 

 

In our future work, we will apply the technique to more images in the DMIST database and develop statistical 

measures of the registration accuracy. 

 

5. CONCLUSIONS 

A novel registration task is proposed, and two methods are compared in this task.  This study indicates that our 

newly proposed method may provide fast and comparatively accurate registration of overlapping breast images. 

The method may be of value whether used standalone or for initialization of other modern registration 

techniques (e.g., diffeomorphic transformation).  The major drawback of the proposed method is the need for 

manual extraction of feature points. Further work is needed on application of automatic feature selection (e.g., 

SIFT algorithm
 [10]

).  Finally, we plan to perform more extensive quantitative validation of the proposed 

algorithm on a series reference and warped images extracted from all the applicable images in the ACRIN 

database.  
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Figure 4: Warped image (a), reference image (b) and the result using the proposed method (c) and Advanced 

Normalization Tools (ANTs)[9] (d).    
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Figure 5:  Example validation.  
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