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Dynamic range requirements in digital mammography

Andrew D. A. Maidment,® Rebecca Fahrig, and Martin J. Yaffe
Departments of Medical Biophysics and Radiology, University of Toronto, and Research Division,
Sunnybrook Health Science Centre, 2075 Bayview Avenue, Toronto, Ontario, M4N 3MS5, Canada

(Received 9 November 1992; accepted for publication 16 July 1993)

The dynamic range and the number of gray levels, T, required for digital mammography has
been evaluated using an energy transport model. The effects of molybdenum (Mo) and tungsten
(W) target spectra and the energy-dependent attenuation by elemental filters, breast tissue, and
a phosphor screen were included in the model. For detectors with ideal optical coupling and no
inherent detector noise, 3100 gray levels are discernable (requiring 12 bits per pixel), assuming
a 40 kVp, W target spectrum (1.0 mm Al filtration), a mean glandular dose to a 5 cm thick
breast of 0.6 mGy, and an ideal observer with a 5 mm diam viewing aperture. The effects of
inherent detector noise and realistic coupling efficiencies on I'; were also examined. For the 40
kVp, W spectrum, a detector with total coupling efficiency of 16 electrons (e™) per x-ray
interaction and a dynamic range of 3000 (maximum carrier signal of 1.93 X 10° e~ /pixel and
inherent detector noise of 64 e~ pixel) would decrease the number of gray levels that could be
resolved by only 2% compared to a detector with ideal coupling and no inherent noise. A
detector with a total coupling efficiency of 2.0 electrons per x-ray interaction and a dynamic
range of 240 (maximum carrier signal 2.41X 10* e~ /pixel and inherent detector noise of 100
e~ /pixel) would reduce the number of gray levels by 26% for the 40 kVp spectrum. On the basis
of dynamic range, W spectra are preferable for digital mammography, since Mo spectra yielding
the same signal-to-noise ratio require a detector with dynamic range twice as large, and with a
30% greater saturation signal. When no scatter rejection method is used, scattered radiation
over a 254 cm? imaging field reduces the number of discernable gray levels by 23% for a 5 cm
thick breast and 34% for an 8 cm thick breast.

Key words: digital mammography, dynamic range, dose, signal-to-noise ratio, detector design

I. INTRODUCTION

Film-screen mammography is currently the most sensitive
imaging modality available for the early detection of breast
cancer.'”3 Nevertheless, the detection of subtle lesions us-
ing film-screen mammography can be limited by film-
screen technology.4 Because the range of exposures exiting
the compressed female breast exceeds the range over which
the display contrast gradient of film-screen combinations is
near maximum,** highly attenuating and highly transmis-
sive regions of the breast are often imaged with suboptimal
contrast. In these regions, film granularity noise is nearly
equal to x-ray quantum noise at zero spatial frequency,®
while at high spatial frequencies, film granularity noise can
exceed x-ray quantum noise.%’ Radiation scattered by the
breast and incident upon the image receptor reduces
contrast,® and current scatter rejection methods necessitate
a two- to threefold increase in dose.’ Digital mammogra-
phy has the potential to overcome these limitations.*!° In
this paper, the signal handling requirements of an x-ray
detector for digital mammography are considered.

Figure 1 illustrates a digital mammography detector of
the type currently under development at the University of
Toronto.'"!? The detector consists of an x-ray scintillating
phosphor coupled optically to a charge-coupled device
(CCD) image array. X rays absorbed in the phosphor pro-
duce light quanta, which are then converted by the image
array into electrons. The digitized electronic signal forms
the image. In Fig. 2, a simplified schematic illustrates the

1621 Med. Phys. 20 (6), Nov/Dec 1993

0094-2405/93/20(6)/1621/13/$1.20

signals obtained with a detector for a uniformly attenuat-
ing breast containing a small uniform lesion. In order to
allow reliable detection of subtle structures in the breast, a
detector must be able to record a wide range of carrier
signals (Q) corresponding to the range of radiation inten-
sities transmitted through the breast. The detector must
also be able to faithfully record small changes, or image
signals (AQ), anywhere in the range of carrier signals. As
shown by Rose,!? this implies that AQ must exceed the
noise or fluctuation in the carrier signal by some safety
factor. It is also important that the maximum carrier signal
does not exceed the maximum or ‘“saturation” signal
(Qsa) of the image array. In CCD image arrays this can
cause “blooming” artifacts, in which spatial localization of
charge is lost.

Another consideration when designing a digital mam-
mography system is the presence of quantum sinks.'* The
phosphor screen is the primary quantum sink, as not all x
rays are detected by a phosphor screen of finite thickness.
Ideally, image noise should be dominated by the random
fluctuations in the number of quanta detected at this point.
A secondary quantum sink occurs if the number of quanta
or ¢lectrons at a subsequent stage in the imaging system is
smaller than the number of x-ray quanta detected. Under
such conditions, image noise is dominated by the statistical
fluctuations in the number of secondary quanta.'* All op-
tically coupled systems involve a loss of some light quanta,
therefore, the optical coupling must be designed to ensure
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FIG. 1. Cross section of the x-ray detector, the modeled semicylindrical
breast, the cylindrical lesion, and the three regions of interest: air (A),
breast (B), and breast+lesion (L). X is the entrance exposure, and X ,,
Xp, and X are detector exposures. / and N are the numbers of x-ray
quanta incident upon and attenuated by the phosphor, and Q are the
corresponding charges in the CCD.

that no information is lost due to secondary quantum sinks
and to ensure that the entire range of carrier signals emit-
ted from the phosphor can be recorded by the image array.

In this paper, the method of Motz and Danos!® is ex-
tended to model x-ray detectors for digital mammography,
and a method is presented to calculate the dynamic range
and number of gray levels required for specific imaging
tasks typical of digital mammography. An energy trans-
port model of the propagation of signal and noise is used to
calculate breast entrance exposure, mean glandular dose,
detector exposure, and the light quanta fluence from a
phosphor screen for a given detector exposure. Assuming a
mean glandular dose to the breast similar to that of film-
screen mammography, the expected maximum detector ex-
posure is calculated, and the required maximum signal
handling capability of the image array is obtained. The
minimum detectable image signal is also calculated. This
signal determines the maximum allowable inherent detec-

O B Y

FIG. 2. Schematic illustrating carrier signals (Q) and the image signal
(AQ). The breast, lesion, and air regions correspond to those shown in
Fig. 1.
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tor noise for a given imaging task. The required dynamic
range of the detector, the number of gray levels, and the
required number of bits per pixel are then determined. The
dynamic range and related parameters are calculated for
molybdenum (Mo) and tungsten (W) target x-ray sources
over a range of kilovoltages for different breast and lesion
compositions and thicknesses. The effect of scattered radi-
ation is also considered. This method can be used to guide
the design and the selection of imaging components, to
predict the number of quanta at any point in the image
detector, to determine the presence of secondary quantum
sinks, and to make accurate estimates of detective quantum
efficiency.

Il. THEORY
A. Production of a digital image

The interactions of the x-ray beam are examined in
three regions, shown in Figs. 1 and 2, which correspond to
a path (A) through air just beside the breast; a path (B)
through normal breast tissue only; and a path (L), which
passes through both normal breast tissue and a tissue-
replacing lesion. The breast is modeled as a semicylinder
with a superficial layer of adipose tissue surrounding a
homogeneous mixture of specified ratios of adipose and
fibroglandular tissue. The entrance exposure to the breast
is X and the mean glandular dose to the breast is D,. X ,,
X p and X are the exposures to the screen for the three
paths. For the parallel beam geometry assumed in this
paper, X4 is equal to X;. A complete list of symbols is
provided in Table 1.

The CCD image array has photosensitive picture ele-
ments (pixels) of area @;, which because of demagnifi-
cation in the detector, correspond to an area at the surface
of the x-ray absorbing phosphor of a@p. The total number of
x-ray quanta incident upon the screen per unit area is given
by I=1I'+I", and the total number interacting in the
screen per unit area is N=N'+N". The prime (') and
double prime (”) denote primary and scattered x-ray
quanta. The carrier signal, Q, is given by the total number
of electrons generated per pixel, i.e., Q=0Q’+Q". I, N, and
Q are given subscripts 4, B, or L corresponding to “air,”
“breast,” and “lesion” data, respectively.

The number of electrons collected in one pixel of the
CCD image array due to the interaction of primary quanta,
Q' is

) Eax dO' (E)
0=y [ ™ g

The optical coupling efficiency, Cj, is equal to the mean
probability that a light quantum emitted from the phos-
phor screen will generate an electron-hole pair in the
CCD. Cj, is given by the product of the quantum efficiency
of the CCD image array to light'® and the coupling effi-
ciency of the intervening optics. The peak x-ray energy is
E,.., dP'(E)/dE is the differential primary x-ray photon
fluence (expressed at the entrance to the breast) with en-
ergy between E and E+dE. The narrow beam x-ray trans-
mission for a path through each of the three regions is

T(E)n' (E)Z(E)dE. (1)
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TABLE 1. Table of symbols.

Symbol Description

| Carrier signal ratio (=0Q,/Qp)

Tp Image array dynamic range (=Q,,/0p) [Eq. (12)]

I's Image signal ratio (=Qna/koag ) [Eq. (1]

s Image signal ratio normalize by D, 2 and g7 /2

Iy Exposure ratio (=X,/X p)

n’ Quantum detective efficiency of the phosphor screen for
primary radiation

n” Quantum detective efficiency of the phosphor screen for
secondary radiation

Op Image array inherent detector noise

oo Noise in carrier signal (subscripts B and L denote breast
and lesion regions)

drp Noise in image signal [Egs. (6) and (7)]

' (E) The differential primary x-ray photon fluence

ap, a; Pixel area at phosphor screen and at the CCD image
array

a; Lesion area

Ag Swank factor of the phosphor screen

Cp Conversion factor between the signal in the image array
and the number of light quanta emitted from the
phosphor screen

Cy Modulation Contrast [Eq. (9)]

D, Mean glandular dose to the breast

g(E) Average number of light quantum emitted from the
phosphor screen for each x ray of energy E, interacting

Lrr Number of x-ray quanta incident upon the screen per unit
area (total, primary, and scattering, respectively)

k Rose’s threshold SNR [Eq. (5)]

4 Number of gray levels that represent the range of charges
from Q to Q+AQ

N, N', N" Number of x-ray quanta interacting in the screen per unit
area (total, primary, and scattered x-ray quanta,
respectively)

g o, Q" Number of electrons generated in the image array per
pixel (in total, and due to primary and secondary x-ray

~ quanta, respectively)

o Q normalized by D, and a,

Quat Saturation carrier signal of the image array

AQ Image signal [Eq. (4)]

AQmin Minimum image signal as defined by Rose’s criterion [Eq.
(5]

T(E) Transmission of primary quanta through each region

(air, breast, and lesion)
Xg Entrance exposure to the breast
X4, X5, X, Detector exposure in the air, breast, and lesion regions

given by T(E). 9’ (E) is the primary x-ray quantum de-
tection efficiency (QDE) of the phosphor screen, and Z( E)
is the mean conversion gain of the screen (number of light
quanta emitted per interacting x ray) for x-ray quanta, that
interact with incident energy E. The integral (of the x-ray
spectrum) number of primary x-ray quanta incident upon
the screen and the number interacting with it may be cal-
culated in a manner similar to Eq. (1) as 7 and N, respec-
tively. Integration over the incident spectrum may also be
used to calculate the average value, 7, of the QDE and the
spectrum-averaged conversion gain of the phosphor screen,
g. The total coupling efficiency, §Cp, gives the average
number of electrons produced in the CCD image array per
x-ray interaction.

At mammographic energies, the presence of scattered
radiation does not significantly shift the spectral energy
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distribution of the x-ray beam.!” Scattered x-ray quanta do,
however, have a higher probability of interaction than pri-
mary X-ray quanta of similar energy because of increased
path length in the phosphor.!® The number of electrons
collected per pixel due to the interaction of scattered radi-
ation, Q”, is

I (Enys dD'(E) _
0" =arCry f O r (B (E)E(E)E, (2)

where 1" (E) is the phosphor interaction efficiency of scat-
tered radiation. The work of Dance and Day'® was used to
estimate the increased interaction efficiency of scattered
radiation, 1" (E)/n’' (E), in the phosphor screen. Dance
and Day have shown that the variation of the ratio of
interaction efficiencies with breast thickness is small. The
ratio of scattered to primary x-ray quanta (SPR) incident
upon the detector is I"”/I’, which, over the range of ener-
gies considered in this paper, may be treated as being in-
dependent of photon energy.!’

The noise (expressed as the standard deviation) in Q,
the collected charge per pixel, is given by?

Emax dq), (E) , ” I"

go= apJ~ TT(E)(’YI (E)+7m (E)T)

FEC, V2
(A—AE)—”ﬁLg(E)cD(l—cD))dEw% . ®

where Ag(E) is the Swank factor or scintillation
efficiency®! of the phosphor and o, is the inherent detector
noise. This equation is exact below the K edge of gadolin-
ium (50.2 keV), where K x-ray fluorescence is not a factor.
This condition applies for the spectra of interest for digital
mammography. Optical coupling and charge conversion in
the detector are treated as binomial distributions. The in-
herent detector noise is given by the standard deviation of
the signal obtained per pixel without x-ray irradiation, and
includes fluctuations in the CCD dark current and charge
readout. The symbols 04, 0, and ¢, are used to represent
the fluctuation, 09, calculated in the air, breast, and lesion
regions, respectively.

It is assumed that the detection of a lesion is performed
by an ideal observer (i.e., one that integrates the signal and
noise over a region of interest). Thus the image signal, AQ,
must be calculated over the entire area of the lesion, as
given by

ar
AQ=;;(QB—QL), (4)

where a, is the area of the lesion, and a;/ap is the number
of pixels in the lesion. In this calculation, an area of normal
breast tissue equal to that of the lesion is considered. Fol-
lowing Rose,' the minimum reliably detectable image sig-
nal is given by

AQnin=koag. (5)

Rose has shown that k typically has a value of 4 or 5. This
value is based on the assumption that the structure of the
expected image is unknown. It should be noted that k is



1624

not precisely defined, and can vary by a factor of 2 or more.
In keeping with the assumption of an ideal observer, the
noise in the image signal, 0,, is calculated as the quadra-
ture sum of the pixel-to-pixel noise over the area of the
lesion:

arp 172
Orp= (;;(o@wi)) : (6)

For low contrast objects, 0 3~0c;, and we obtain

Opp=0pv2a;/ap. (7

To compare detectors for which display contrast may be
modified after image acquisition, the signal-to-noise ratio
of the lesion (LSNR), defined as

AQ
LSNR=—-, (8)
a, AQ
is calculated. In such detectors, the limits of detectability
are determined by the LSNR. To allow comparison with
detectors that lack the ability to alter display contrast (e.g.,
film-based imaging systems), the modulation contrast, C,,,
is calculated using

05— 0,
Cv=0,70."

In such detectors, the limits of detectability may be deter-
mined by the minimum observable display contrast.

(9)

B. Performance measures

The detective quantum efficiency (DQE) describes the
transfer of the carrier signal-to-noise ratio (SNR) through
the detector, and is given by

SNR?

out

(10)

The carrier SNR at the input of the detector is given by the
ratio of the incident x-ray quanta per pixel to the noise
(which is Poisson distributed), i.e., SNR;,= (Iap)'/% The
carrier SNR at the output is the ratio of the corresponding
carrier signal to the noise in that signal, ie,
SNR,,,=Q/0y, where Q and o are given by Egs. (1)-
3).

As described above, it is necessary that a detector be
able to record a wide range of carrier signals. The region
surrounding the breast provides the least attenuation,
hence the maximum carrier signal Q..,=Q,. For a par-
ticular breast thickness and composition, the carrier signal
ratio is defined as I',.=Q,,,,/@p. The ratio of detector ex-
posures that produces these carrier signals is the exposure
ratio, T, given by X /X 5. A detector suitable for digital
mammography must be able to record a dynamic range of
carrier signals greater than I'..

It is even more important that a detector faithfully
record sufficiently small image signals, i.e.,, the imaging
system must be able to satisfy Rose’s criterion over the
entire range of exposures presented to the detector. The
image signal ratio, Ty, is defined as

Medical Physics, Vol. 20, No. 6, Nov/Dec 1993
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(aL/aP) Qmax
I's= ko ’
AQ,

min

(11)

the ratio of the maximum carrier signal to the minimum
detectable image signal, as given in Eq. (5). 'y describes
the number of times the small signal per pixel,
AQinap/a; , fits into the range 0 to Q,,,,, assuming a lin-
ear detector. Thus, I is the number of reliably discernable
gray levels in an image. The number of digitization levels is
defined as k'T'g. Motz and Danos'” have suggested that to
extract all the information contained in a signal with Pois-
son fluctuations, the x-ray quantum fluctuations must be
displayed. This would require X’ to be greater than unity.
In this paper, we assume that k’=20 (i.e., a single gray
level increment is equal to one-fourth that of o5p ). The
choice of k' is influenced by the ability to estimate
Oag,_. > and to minimize the effect of digitization noise. The
values of Oag, . and, hence I'g, are dependent upon the
maximum lesion area, a; , compatible with the assumption
of the ideal observer. The choice of a; is described further
in Sec. III. A linear detector was considered in this model
to simplify the analysis of the propagation of noise, and to
allow future evaluation of the spatial-frequency depen-
dence of the propagation of signal and noise.

I'g can also be used to prescribe the required dynamic
range of the digital mammography detector for a particular
detection task. CCD image arrays are specified in terms of
the saturation carrier signal or “well capacity,” (., and
the inherent detector noise, o . The actual dynamic range
of the image array, I p, is given by

l-‘D=Qsat/o'D'

When designing a digital mammography detector, one
must ensure that the saturation carrier signal is not ex-
ceeded (ie., Qu>QOmax) and that image noise is x-ray
quantum limited rather than device limited (i.e., cp<03p).
Since the fluctuations in the number of secondary quanta
affect the fluctuations in the recorded carrier signals, the
coupling factor, Cp, and the average screen conversion
gain, g, should be such that gCp> 1, to avoid a secondary
quantum sink.'* These requirements can be used for the
design specifications of @, and I'p of a suitable digital
mammography detector. In Sec. IV B, the effects of gCp
and o, on the values of I'g and I' j, are calculated. Values
of I' , must be chosen so as to minimize the reduction in
the value of T'y.

(12)

Ill. METHODS AND MATERIALS

X-ray spectra were obtained from both measured and
calculated data. Molybdenum target spectra were calcu-
lated at 1 kVp intervals, based on the bremsstrahlung
model of Tucker et al,”>® with characteristic radiation
added according to measured spectra provided by Fewell
and Jennings.?>®® The W target spectra have been inter-
polated to 1 kVp intervals from measured spectra.”2(® All
spectra have an inherent filtration of approximately 1 mm
of beryllium. A filtration of 30 um of Mo, which is typical
of that used in film-screen mammography, was added to
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the Mo spectra. The W spectra have an additional filtration
of 1.0 mm aluminum. We are currently investigating the
choice of the optimal beam filtration for Mo and W spectra
in digital mammography.?® Although a parallel beam ge-
ometry is assumed in our simplified model, all fluence val-
ues stated for the sources used are typical of those that
would be measured 60 cm from the focal spot. This geom-
etry allows flexibility in choice of source-skin distance
(SSD) and source-image distance (SID) in subsequent
calculations. The exposure data are calculated from the
x-ray fluence wusing the method of Johns and
Cunningham.?* For a diverging beam geometry, the en-
trance exposure, X, will increase relative to the detector
exposure (X4, Xp, or X;) due to the inverse square law,
and a simple correction can be made for a specific geome-
try. As such, the calculated value of the mean glandular
dose would increase relative to the parallel beam case.

The breast is modeled based on the assumptions used by
Wu et al. ®® for their calculation of an absorbed dose. As
a typical case, a 5 cm thick “medium” breast?® is modeled
with two 0.4 cm thick layers of adipose tissue and 4.2 cm
of 50% adipose, 50% fibroglandular tissue. As a limiting
case, an 8 cm thick breast is modeled with adipose layers
and 7.2 cm of 100% fibroglandular tissue. The breast,
shown in schematic in Fig. 1, provides a uniform back-
ground for a small lesion. The breast has a semicircular
projected cross section of radius 12.7 cm, which provides a
large-sized scatter field of 254 cm? for the dose calcula-
tions. While radiation exposure is readily measurable, the
glandular tissue dose is of greater significance as an indi-
cator of risk,”’ and in this paper, therefore, we use the
mean glandular dose for this purpose. The mean glandular
dose, D, is calculated using energy-weighted summation
over the x-ray spectra of monoenergetic “dose per incident
x-ray quantum” data.25®-(®

Three cylindrical lesions are modeled: a 0.5 mm thick, 5
mm diam infiltrating ductal carcinoma (IDC) lesion; a §
mm thick, 5 mm diam IDC lesion; and a 0.1 mm thick, 0.2
mm diam microcalcification. Using data obtained with a
contrast-detail phantom, it has been shown*!° that a 5 mm
diam lesion with subject contrast of 0.5% represents the
limit of detectability in a screen-film system. That analysis
was performed using a 30 kVp Mo spectrum with 30 um of
Mo filtration and a mean glandular dose of 0.6 mGy to a 5
cm thick lucite contrast-detail phantom. The 0.5 mm thick
IDC lesion in the 5 cm thick breast has a subject contrast
of 0.5% for the same spectrum, representing a detection
task of similar difficulty. For a digital mammography sys-
tem to match the performance of film-screen mammogra-
phy, this lesion must be detectable using an equal or lower
dose. In this paper, a 5 mm lesion area is used to calculate
AQ.;,- The modeled 5 mm thick IDC"®? and the
microcalcification®®>? represent clinically relevant detec-
tion tasks.

Elemental attenuation coefficients were taken from Ple-
chaty et al** Attenuation coefficients for breast adipose
tissue, fibroglandular tissue, and IDC were interpolated
using measured data from Johns and Yaffe.>® Calcifications
are assumed to have the attenuation properties of calcium

Medical Physics, Vol. 20, No. 6, Nov/Dec 1993

Maidment, Fahrig, and Yaffe: Dynamic range in digital mammography

1625

5 — T T T T

1.0 mm Al filtration
W target ,

Dy/Xg ( MGy/R )
w

30 um Mo filtration
Mo target _

20 25 30 35 40 45

FIG. 3. The relationship between the mean glandular dose (D) and the
entrance exposure (Xj) for the 5 cm thick 50/50 breast (solid), and the
8 cm thick fibroglandular breast (dashed). These data were calculated
from “dose per incident x-ray quantum” data provided by Wu [Ref.
25(b)].

hydroxyapatite’® [Cas(PO,);OH] with a density of 3.2
g/cm®. In this study, a Kodak Min-R (equivalent to the
Kodak Lanex Fine) mammographic phosphor screen is
used. This screen consists of 31.7 mg/cm® Gd,0,S:Tb
phosphor material.’” Data on the number of light quanta
produced in the screen, g(E), the x-ray quantum detection
efficiency, 7(E), and the scintillation efficiency, 45, were
obtained from Trauernicht and Van Metter,>® and Dick
and Motz.* These data were experimentally measured as a
function of incident energy.

IV. RESULTS AND DISCUSSION

In the following sections we consider (a) an idealized
detector, (b) a more realistic detector, and (c) the effect of
scattered radiation.

A. ldealized detector

Initially, an idealized detector is considered in which a
Kodak Min-R phosphor screen is perfectly coupled
(Cp=1) to a noiseless image array (op=0). It is assumed
that an ideal grid is placed between the breast and the
detector (i.e., I”=0).

The mean glandular dose per unit entrance exposure
data, D,/X, for the two target materials and two modeled
breasts shown in Fig. 3. In Fig. 4, incident Mo and W
spectra at 30 kVp are shown as examples. For the 30 kVp
Mo spectrum 3.3 10* x rays mm 2 mR ™! are incident,
with a mean energy of 16.8 keV. For the 30 kVp W spec-
trum 5.5X10* x rays mm~2mR ™! are incident with a
mean energy of 21.5 keV. These numbers are in agreement
with the work of Barnes and Chakraborty.*’

Using these data, the charge collected per unit area and
mean glandular dose to the breast, Q=Q(aPDg):1, was
calculated for the region surrounding the breast, Q,. The
normalization by dose and area allow easy comparison of
various detectors and lesions. These results are shown in
Fig. 5 for the two modeled target materials and two mod-
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less with breast thickness and composition than do Mo
spectra. Similarly, Q, is larger for the 8 cm breast than for
the 5 cm breast, because the mean glandular dose per unit
entrance exposure (i.e., Xz, and hence X ,) is lower for the
8 cm breast than for the 5 cm breast. Therefore, for a given
dose to the breast, use of the W spectra requires a lower
value of Q,,, than for the Mo spectra.

The effect of applied x-ray tube potential on I'cand Ty
for the W and Mo spectra is shown in Figs. 6(a) and 6(b)
for the 5 and 8 cm thick breasts, respectively. At any en-
ergy, the W spectrum produces values of ' and I'y that

20x'|0 9 T T T T T

S

S

&
~‘>\

V)

S of

5

5

@ 7

] 6

< 5
ICD 5 cm thick 50/50 breast Tt e- e
4 1 I 1 1 ‘l‘ -
20 25 30 35 40 a5
kVpp

F1G. 5. The maximum carrier signal (electrons) in a narrow region sur-
rounding the breast (Q,) per mm? per mGy mean glandular dose to the
breast for a detector with perfect coupling (Cp=1) shown for a Mo
target x-ray tube with 30 um of Mo filtration (solid) and a W target x-ray
tube with 1.0 mm of aluminum filtration (dashed).
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FIG. 6. The carrier signal ratio (solid), and exposure ratio (dashed) of
the W and Mo spectra for (a) the 5 cm thick 50/50 breast and (b) the 8
cm thick fibroglandular breast.

are significantly smaller than those obtained with the Mo
spectrum. When I'- and T'y for the 5 cm breast are com-
pared to the 8 cm breast, the values produced by the Mo
spectra increase more than the values produced by the W
spectra. For example, at 30 kVp, the value of I~ for the W
spectrum for the 8 cm breast is 7.7 times greater than the
value for the 5 cm breast, while the value for the Mo
spectrum increases 16.3 times. These results occur because
thicker breasts and lower mean energy x-ray beams result
in greater attenuation of the x-ray beam, and hence a
greater range of carrier signals are produced in the detec-
tor. Thus, W spectra require detectors that are sensitive to
a smaller range of carrier signals than the Mo spectra for a
given kVp. Increases in I'y are even greater. For example,
we see that for the 30 kVp Mo spectrum Iy is 68 for the 5
cm breast and 1470 for the 8 cm breast. For the same
spectra, the values of ' are 41 and 660, respectively.
These data indicate that exposure ratios do not give a use-
ful idea of detector dynamic range requirements. The dif-
ferences between values of I' and I'y arise mainly from
differences in the energy dependence of the x-ray attenua-
tion and absorption coefficients of the phosphor and of air.
These differences demonstrate the need to calculate the
charge collected in the CCD to accurately determine the
range of carrier signals that are generated in the image
array.
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50/50 breast, and are shown for a Mo target x-ray tube with 30 um of Mo
filtration (solid) and a W target x-ray tube with 1.0 mm of aluminum
filtration (dashed).

It is also necessary to consider the propagation of noise.
The relative efficiency of the transfer of signal and of noise
from the incident x-ray quanta to the corresponding carrier
signals is given by the DQE, shown in Fig. 7. The DQE
data were calculated using Egs. (1), (3), and (10) for W
and Mo spectra and include the effect of attenuation by the
5 cm thick breast. Molybdenum spectra yield higher values
of DQE than W spectra for the same applied tube voltage
because more x-ray quanta are attenuated by the detector
(i.e., the QDE is higher) at the lower mean energy of the
Mo spectra.’’ DQE values for Mo spectra vary less with
applied x-ray tube potential than do those for W spectra,
because the Mo characteristic radiation reduces the varia-
tion of the mean energy of the spectra.

The DQE, as defined here, relates to the efficiency of
SNR propagation of the carrier, while the information re-
quired for the detection of a lesion is contained in the
image signal, AQ, as defined in Eq. (4). The minimum
image signal, AQ,;,, is related to Q.. by T's. For com-
parison of various detectors and spectra, I'g is normalized
by the square root of lesion area and mean glandular dose,
ie, I‘S=I‘S(aLDg)_1/2. Shown in Fig. 8 is I'g for the 5 cm
thick and 8 cm thick breasts, calculated assuming k=5. Ty
decreases with increasing applied tube potential. At any
tube potential, the value of I'g is greater for the Mo spec-
trum than for the W spectrum. Above 27 kVp for the 5 cm
breast and above 21 kVp for the 8 cm breast, the value of
['s for Mo spectra is more than twice that for the W spec-
tra. Values for the 8 cm thick breast are more than 3.5
times greater than for the 5 cm thick breast with the Mo
spectra and more than 2.9 times greater for the W spectra.
The variations in [ arise from the energy- and filtration-
dependent variations in Q.. and AQ,.;;;,. Q... decreases as
a function of increased kVp, as described above. However,
AQpin, which increases as a function of increasing kVp,
has a greater effect on I'y. For example, the value of Q,,,
drops by 25% between 20 and 42 kVp for the Mo spec-
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F1G. 8. The image signal ratio per square root area and mean glandular
dose, Iy, for the Mo (solid) and W (dashed) spectra. Shown are the data
for a Min-R screen based detector with perfect coupling and no inherent
detector noise. 'y is shown for the 5 cm thick 50/50 breast, and the 8 cm
thick fibroglandular breast.

trum. On the other hand, the value of AQ,;, doubles over
this range, because although the QDE of the phosphor is
lower for spectra with higher mean energies, more x rays
are incident upon the phosphor for the same dose to the
breast, and those x rays that do interact each deposit a
greater amount of energy.

As described in Sec. II B, the number of gray levels that
may be discerned with a particular spectrum, breast thick-
ness, and composition is proportional to I'g. Thus the data
presented in Fig. 8 indicate, for example, that more gray
levels are discernable with Mo spectra than W spectra.
However, if a lesion is detectable with the threshold LSNR
[Eq. (8)] and the same mean glandular dose to the breast
with two different spectra, then the spectrum that requires
the smallest number of gray levels should be used, since
detector requirements are less stringent. To evaluate
whether both Mo and W spectra can be used to detect
lesions with comparable SNR and dose, the image signal
normalized per unit area and mean glandular dose,
AQ=AQ(a LDg)"l, was calculated for the three lesions
and two target materials described above. AQ is shown for
the 5 cm thick breast in Fig. 9(a), and for the 8 cm thick
breast in Fig. 9(b). For all lesions, the W spectra produce
image signals that are 40%-50% greater than the image
signals produced with Mo spectra of the same peak energy
and for the same dose to the breast. Although the W spec-
tra have higher mean energy, and hence lower subject con-
trast, the exit exposure from the breast is greater than with
Mo spectra for the same dose to the breast and the same
applied voltage, as demonstrated by Fig. 6. Thus a greater
number of x-ray quanta are absorbed in the phosphor ma-
terial, resulting in a greater image signal with W spectra,
even though the W spectra produce lower values of DQE
for the carrier.

In Figs. 10(a) and 10(b), the modulation contrast of
the three lesions is shown when imaged with Mo and W
spectra for the 5 and the 8 cm breasts, respectively. In spite
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(solid) and W (dashed) spectra of varying kVp are shown in (a)
for the 5 cm thick 50/50 breast, and in (b) for the 8 cm thick fibro-
glandular breast.

of the fact that Mo spectra produce carrier signals that are
smaller than those produced by W spectra, the Mo spectra
produce greater modulation contrast. The difference is
nearly a factor of 2. It is for this reason that Mo spectra are
used in film-screen mammography, where subject contrast
is the main goal.

In digital mammography, acquisition and display pro-
cesses are separate; hence display contrast can be enhanced
after acquisition by performing simple digital image en-
hancement such as “windowing and leveling.” Therefore, if
the x-ray carrier signals were noiseless, W spectra would be
preferable in digital mammography because greater differ-
ence signals are produced, while producing a smaller value
of I'-. However, in the presence of noise, LSNR must also
be considered. In Figs. 11(a) and 11(b), the LSNR nor-
malized by k=5 and by D;,/ 2 is shown for the three lesions
in the 5 and 8 cm thick breasts, respectively. The optimal
combination of target material and applied tube potential is
that which produces the greatest value of the LSNR.”* For
lesions in the 5 ¢cm thick breast, Mo and W spectra do not
produce significantly different values of LSNR. Hence the
increase in LSNR that is obtained with the Mo spectra
may not be adequate to justify the increase in the required
number of gray levels, since this may require a detector
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F1G. 10. The modulation contrast of the three lesions imbedded in (a) the
5 ¢m thick 50/50 breast and in (b) the 8 cm thick fibroglandular breast,
for Mo (solid) and W (dashed) spectra.

with a higher value of I ; than is currently available. In the
8 cm breast, W spectra produce higher values of normal-
ized LSNR than Mo spectra, while at the same time re-
quiring fewer gray levels to display the same structure. For
these reasons, W spectra are preferable for the use in digital
mammography.

B. Real detector

In a more realistic digital mammography detector,
losses occur between the phosphor screen and the image
array (i.e.,, Cp<1), and inherent detector noise is unavoid-
able (i.e., 0> 0). Again, we will assume that an ideal grid
is used. In Fig. 12, the effect of Cp and op on DQE is
shown, while in Fig. 13, the effect on I'¢ (and equivalently,
the effect on LSNR) is shown. The values of DQE, T,
and hence LSNR are presented as a fraction of their values,
DQEijears Us ideals and LSNR;q.,, obtained with the ideal-
ized detector. In Fig. 14, the minimum required dynamic
range (I'p) and minimum acceptable value of Q, are
shown. The data are calculated for o, values of 0, 10, 10%,
10%, and 10* electrons per pixel, and are plotted as a func-
tion of gCp, the number of secondary quanta (in elec-
trons) in the carrier signal per x-ray quantum interacting
in the phosphor.
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FIG. 12. The factor by which DQE is reduced due to coupling efficiency
(£Cp) and inherent detector noise (0 p). The factor was calculated for a
40 kVp W x-ray source, with a mean glandular dose to the 5 cm thick
breast of 0.6 mGy. The inherent detector noise is specified in electrons
per pixel.
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FI1G. 13. The factor by which I'g (and equivalently, LSNR) is reduced
due to coupling efficiency (g§Cp) and inherent detector noise (o). The
factor was calculated for a 40 kVp W x-ray source, with a mean glandular
dose to the 5 cm thick breast of 0.6 mGy.

The data shown in Figs. 12-14 were calculated for
ap=0.05%0.05 mm?, a 40 kVp W spectrum, and a mean
glandular dose of 0.6 mGy to the 5 cm thick breast. With
this spectrum incident, the average value of 77=0.49 and
2=470. After filtration by the breast, the average values
are 1=0.38; 43=0.56; and g=540. In the shadow of the
breast, N p=1440 x rays interact with the phosphor per
pixel on average, and in the air region, N,=1.37x10* x
rays per pixel; hence I'=9.5. With ideal coupling, the
maximum carrier signal is 6.4 X 10° electrons.

First, the effect of varying the total coupling efficiency,
gCp, will be considered for o,=0. Reducing the coupling
efficiency causes DQE, I's, and LSNR to decrease. This is
due to an increase in the ratio of secondary quantum noise
to x-ray quantum noise. At gCp=1, the DQE has been
reduced by a factor of approximately (1+A45) ' (a de-
crease of about 38%), and I'g and the LSNR have been
reduced by a factor of approximately (1+4g) ™2 (a de-
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F1G. 14. The dynamic range (solid) and required minimum saturation
carrier signal (dashed) of the Min-R medium screen based detector with
varying coupling efficiency and inherent detector noise.
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FIG. 15. The factor by which DQE is reduced due to coupling efficiency
(Cp) and detector dynamic range (") [i.e., varying inherent detector
noise (o p).] The factor was calculated for a 40 kVp W x-ray source, with
a mean glandular dose to the 5 cm thick breast of 0.6 mGy. Values of Cj,
are inset.

crease of about 21%). These approximations are valid
when g3 1. For values of gCp> 1, DQE, I'y, and LSNR
are mainly dependent upon x-ray quantum noise, and, as
such, do not vary greatly with gCp,. For values of gCp=1,
the varying contributions of x-ray quantum and secondary
quantum noise lead to rapid variation in the values of
DQE, I'g, and LSNR. For g§Cp<1, the images are domi-
nated by secondary quantum noise, and hence the values of
DQE, I'y, and LSNR approach zero. While the dynamic
range (I'p) is undefined for o,=0, it is clear that the
required value of I', decreases linearly with decreasing
coupling efficiency for a given value of 0. This occurs
because the maximum detector signal, Q,,.., is linearly
related to the coupling efficiency.

Second, the effect of varying the inherent detector noise,
0 p, is considered. Clearly, increasing o, decreases DQE,
I's, and LSNR. The inherent detector noise is added in
quadrature to the x-ray and secondary quantum noise.
With increasing o5, DQE will be reduced by a factor of
(14-0%/0%) ", while I's and LSNR will be reduced by a
factor of (l+oZD/a2Q)_” 2 where, in this instance, olg is
calculated for 0%,=0. Therefore, in the presence of detector
noise, increased coupling efficiency is required to ensure
that x-ray quantum-noise-limited images are obtained.

In Figs. 15 and 16, DQE/DQE,,.,; and I'¢/I'g jgea are
plotted versus dynamic range and coupling efficiency. Note
that for C;=0.1, a 5% reduction from I ;4. (and hence
LSNR4es;) occurs when I' ;=600, and a 2% reduction
occurs when I' =1000. For the same value of Cp, a 5%
reduction from DQE,,.,; occurs when I" ,=1200, while a
2% reduction occurs when T ,=2600. If C;,=0.03, the
effect of the inherent detector noise is more significant, and
a 2% reduction from LSNR,4., occurs with I" ,==3000.
DQE, I'sy, and LSNR decrease monotonically as coupling
efficiency decreases and inherent detector noise increases.
Since both coupling efficiency and inherent detector noise
reduce the ratio of the x-ray quantum noise to the total
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F1G. 16. The factor by which I'g (and equivalently, LSNR) is reduced
due to coupling efficiency (Cp) and detector dynamic range (I'p) [i.e.,
varying inherent detector noise (o p)]. The factor was calculated for a 40
kVp W x-ray source, with a mean glandular dose to the 5 cm thick breast
of 0.6 mGy. Values of C,, are inset.

noise, the combination of coupling efficiency and inherent
detector noise that produces the maximum LSNR should
be used. Current CCD image arrays, with values of 'y
between 10° and 10* and Q,,, values of between 10° and 10°
electrons per pixel,*' are only just acceptable for use in a
digital mammography detector. Therefore, the optical cou-
pling should be designed to ensure that the carrier signals
span the entire range of charge that can be recorded by the
image array.

The use of the data shown in Figs. 12-16 is illustrated
by the following example for a detector similar to that
shown in Fig. 1. Consider a typical image array with
Quar=6X 10° electrons and o p=120 electrons (i.e.,
I" ,=5000), and pixels of size a;=0.025X%0.025 mm?. The
detector is optically coupled with a 2:1 demagnifying fiber-
optic taper, giving pixels of size ap=0.05 X 0.05 mm? at the
phosphor screen. The fiber-optic taper has an optical trans-
mission efficiency of 14%, and the quantum efficiency of
the CCD weighted over the spectral emission of the
phosphor*? is 0.45 electrons per light quantum. Hence, C
has a value of 0.063 electrons per light quantumn emitted
from the screen. A summary of the results obtained with
this detector configuration are presented in Table II, as-
suming D,=0.6 mGy, and using both W and Mo spectra
at 25, 30, 35, and 40 kVp.

The saturation carrier signal is one consideration when
choosing an appropriate CCD and designing the optical
coupling. As described above, CCD image arrays typically
have a saturation carrier signal of 10°-10° electrons, which
can be the limiting factor in detector designs. Using the
optical coupling described, a CCD with a saturation carrier
signal of 4X10°-6 10° electrons is required, depending
on the target material, filtration, and applied tube voltage.
Molybdenum spectra require CCD’s with 20%-30%
greater O, values than W spectra.

Also shown in Table II are the image signal ratio (I'),
the image signal per pixel (AQ), and the LSNR of the
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TABLE II. System requirements and signals generated by sample lesions for a typical breast (5 cm thick with two 0.4 cm thick adipose skin layers and
a 4.2 cm thick 50% adipose, 50% fibroglandular core). The values of Q,,, and AQ are specified in electrons per pixel. The values of I'g were calculated

for a,=0.0025 mm’ and D,=0.6 mGy.

AQ LSNR AQ LSNR AQ LSNR
0.5 mm thick 0.5 mm thick 5.0 mm thick 5.0 mm thick 0.1 mm thick 0.1 mm thick
kVp Qat I's IDC IDC IDS IDC microcalc. microcalc.

Mo anode spectrum with 30 um Mo filtration

25 5.99% 10° 128.1 154 14.5 1430 135 2400 9.1

30 5.68x10° 102.7 171 13.7 1610 129 2690 8.6

35 5.47x10° 87.7 178 12.7 1680 119 2810 8.0

40 5.33x 10° 79.1 180 11.8 1700 112 2830 74
W anode spectrum with 1.0 mm Al filtration

25 5.06 % 10° 68.4 230 13.8 2190 131 3710 8.8

30 4,59 10° 48.4 263 12.3 2530 118 4280 8.0

35 4.27x10° 39.6 271 11.1 2620 107 4400 7.3

40 4.03%10° 34.6 273 10.4 2650 101 4460 6.8

three lesions. Note that more gray levels are required to
display the same structures when lower tube voltages
and/or Mo spectra are used. The values of I's were calcu-
lated assuming a; =ap (i.e., for lesions occupying only a
single pixel). The choice of maximum lesion size is related
to the maximum aperture for which a human observer acts
as an ideal observer. To perform this calculation for a given
aperture size, it is necessary to multiply the value of I'g
given in Table II by the square root of the number of pixels
in the aperture [given by (a;/ap)'/?]. For example, with
the 40 kVp W spectrum and a circular aperture of diameter
5.0 mm (covering approximately 7800 pixels), I'¢=3100.
X-ray quantum fluctuations should be visible on a pixel-
to-pixel basis. To detect these fluctuations in the carrier
signal, a fine quantization is required. If, for example, four
gray levels per standard deviation are provided (i.e.,
k'=20), about 700 gray levels would be required to ob-
serve quantum fluctuations, assuming pixel-to-pixel carrier
signal variations are independent. For an ideal observer to
observe quantum fluctuations integrated over a large area,
more gray levels would be necessary. For example, to
record quantum fluctuations between regions 5 mm in di-
ameter with k' =20 would require 6 X 10* gray levels. This
is beyond the capabilities of modern image detectors, and is
unnecessary. Instead, it is reasonable to assume that a dig-
itization factor of k' =1 is sufficiently fine to ensure visu-
alization of this lesion by an ideal observer. Therefore, only
3100 gray levels should be recorded. Hence with 12-bit
digitization, both the minimum image signal and the pixel-
to-pixel x-ray quantum fluctuations would be visible.

C. No grid

When, in addition to the primary radiation, scattered
radiation is detected, the carrier signals (Q,, Qp, and Q;)
and the noise (0, op, and o) increase for a given dose to
the breast. As a result, the carrier signal ratio (") and the
number of discernable gray levels (T's) will decrease com-
pared to the nonscatter case. For mammographic energies,
the scatter-to-primary ratio (SPR) does not change signif-
icantly with applied tube potential,”*’ therefore, it has been
assumed that the SPR is a constant. Dance ef al® have
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calculated the SPR as a function of position for a 5 cm
breast (50% fat, 50% fibroglandular composition—28 kVp
Mo spectrum with 30 um Mo filtration). They found the
scatter fluence near the edge of the breast is approximately
half that found at the center. Using these data, it is calcu-
lated that the SPR is I3/13=0.64 in the breast and lesion
regions and is 0.5 I'y/I in the region immediately sur-
rounding the breast. It is estimated that I'y/I%=1.09 for
the 8 cm breast. These data are in agreement with mea-
sured SPR values.?

The fact that many of the scattered x-ray quanta will
strike the detector obliquely increases the probability of
interaction with the phosphor. Therefore, Q%/Q’% will be
greater than I3/I’. The ratio of x-ray interaction efficien-
cies, 7”(E)/n’'(E), increases with increasing energy,
hence Q%/Q’ is greater for spectra with higher mean x-ray
energy and for breasts that are more attenuating. For ex-
ample, at 30 kVp with the 5 cm thick adipose and fibro-
glandular breast, Q%3/Q%=0.69 for the Mo spectra and
0.74 for the W spectra, while with the 8 cm thick fibro-
glandular breast Q%/Q%=1.26 and 1.32, respectively. Out-
side the breast, the value of Qf is less than 3% of Q/ for
the 5 cm thick breast, and less than 0.5% for the 8 cm
thick breast. The net effect is that T’ decreases with the
detection of scatter. At 30 kVp, this decrease is 40% for
the 5 cm thick breast and 56% for the 8 cm thick breast.

Since both Qp and Q; increase with the addition of
scatter, the fluctuation in the image signal, O,¢> increases.
At 30 kVp, the effect causes g, to increase by 30% for the
5 cm thick breast, and by 52% for the 8 cm thick breast.
Because of the increase in noise, I'g decreases by 23% with
the 5 cm thick breast, and by 34% with the 8 cm thick
breast. Hence, the detectability of subtle lesions is degraded
and the number of gray levels that may be resolved de-
creases.

In previous results,”> we showed that the addition of an
antiscatter grid reduces the LSNR per unit mean glandular
dose to the breast. That calculation was performed for a 5
cm thick, 50% adipose, 50% fibroglandular breast with W
spectra, 100 gm rhodium filtration, and applied voltages
between 20 and 42 kVp. The reduction in LSNR occurred
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because the decrease in the image signal, brought about by
the removal of primary radiation by the grid, is greater
than the decrease in noise provided by the removal of scat-
tered radiation. As a result, the use of a grid is not recom-
mended in digital mammography systems using area de-
tectors with linear energy response.

A scanned-slot detector behaves almost like an ideal
grid with nearly 100% transmission of primary radiation
and 5% scatter transmission for a 3 mm slot. Area detec-
tors, therefore, will not be able to resolve as many gray
levels as scanned-slot detectors that exhibit dose-efficient
scatter reduction. However, use of a scanned-slot detector
will increase image acquisition time and x-ray tube loading.

V. CONCLUSIONS

In a digital mammographic system, detectability of a
lesion is primarily determined by the lesion signal-to-noise
ratio. We have found that a W anode x-ray source provides
equal LSNR to a Mo source for a 5 cm breast and superior
LSNR for an 8 cm breast. This is in spite of the superior
contrast and DQE (of the carrier signal) with Mo. Fur-
thermore, the maximum carrier signal requirement for a
system based on a W source is lower, as is the dynamic
range required of the detector. Since the saturation carrier
signal of CCDs is generally a limiting factor, a W source
facilitates design of a digital mammographic system.

In considering the dynamic range requirements of digi-
tal mammography systems, we have shown that a detector
with C,=0.03 and T ;,=3000 will reduce LSNR and the
number of discernable gray levels by only 2%, compared to
a detector with perfect coupling and no inherent detector
noise, if a 40 kVp W spectrum is used. Molybdenum spec-
tra require detectors with a dynamic range twice that re-
quired with a W spectrum.

With the 40 kVp W spectrum, 3100 gray levels are dis-
cernable (k' =1, a; =19.6 mm?). This requires that 12 bits
of data be recorded per pixel.

When scattered radiation is present in the image, Q..
increases and I'g is reduced due to increased noise. In an
example with a 30 kVp Mo spectrum and a 5 cm thick
breast, scattered radiation resulted in a 30% increase in
Oag» a 3% increase in Oy, , and a 23% reduction in Iy.
Hence, area detectors without grids can resolve fewer gray
levels than scanning-slot detectors that exhibit dose effi-
cient scatter reduction.

The predictions in this paper are amenable to testing on
a prototype system by measurements involving contrast-
detail phantoms in which phantom thickness, lesion area,
and lesion contrast can be altered.
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