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ABSTRACT

A prototype of a clinical scanned-slot digital mammography imaging system has been developed, which demonstrates better
contrast sensitivity and latitude than current state-of-the-art filinscreen mammography systems. The detector consists of a
Gd2O2S:Th phosphor screen coupled via a 2-to-i demagnifying fiber-optic taper to two time-delay integration (ThI) charge-
coupled device (CCD) image arrays. Images are obtained by scanning the 4.0 mm wide by 2i cm long detector across the
image field. An i8 cm by 21 cm image contains 2900 by 4032 pixels, ofdimension 62 pm x 52 pm at the detector. Currently,
images are produced in 7.8 seconds using a 40 kV tungsten-target spectrum with a total heat load of 50 kJ, giving a mean
glandular dose of 0.85 mGy (85 mrad) to a 5 cm thick 50% glandular, 50% adipose breast. The detector has a limiting
resolution of 9.5 lplrnm. A clinical version of this prototype, which incorporates several improvements, is being constructed.

LINTRODUCTION

Film-screen mammography is currently the most sensitive modality for the early detection of breast cancer'.
However, the detection of subtle lesions using film-screen imaging systems is limited by insufficient latitude, film granularity
noise, and dose-inefficient scatter rejection4. The range of exposures present at the exit surface of the compressed female breast
e:xceeds the range over which the display contrast gradient of mammographic film-screen combinations is near maximum4.
As a result, highly attenuating and highly transmissive regions of the breast are often imaged with sub-optimal contrast. In
these regions, film granularity noise is nearly equal to x-ray quantum noise even at zero spatial-frequency. At high spatial-
frequencies, the magnitude of film granularity noise exceeds that of x-ray quantum noise67. Finally, radiation scattered by the
breast and incident upon the image receptor reduces contrasts and contributes to image noise. Current scatter rejection methods
are relatively effective, but they necessitate a 90 to i50% increase in dose9.

The technical limitations of film-screen mammography arise in part because the film must serve in multiple roles:
as the detector, the image display device, and the image storage device. We have demonstrated4"° that these technical
limitations can be overcome with a digital mammography imaging system because image acquisition, display and storage are
performed independently, so that each process can be optimized separately.

A detector for digital mammography must be capable of imaging all regions of a breast with adequate contrast and
must ensure that all regions of the image are x-ray quantum-noise-limited. Ideally, a digital detector exhibits a linear response
over a wide range of exposures and has little inherent noise. Appropriate image contrast in any region of the breast can be
obtained after image acquisition by altering the display contrast. X-ray quantum-noise-limited images can be obtained by
removing the effects of temporally invariant fixed-pattern "noise".

We have chosen to remove scattered radiation by scanning geometrically-aligned pre- and post-patient collimators
across the breast during image acquisition. This method allows almost complete removal of scatter with little or no attenuation
of primary x-ray quanta' 1.12,13, providing a more dose-efficient means of scatter removal than radiographic grids which
attenuate a fraction of the primary radiation. In film-screen mammography, optimal contrast is obtained at a specific exposure.
If scattered radiation is removed from the beam, its energy must be replaced by increasing the dose to the breast In a digital
s:ystem with sufficient dynamic range, the detector exposure is determined by the signal-to-noise ratio requirements. In this
paper, we describe the design and the preliminary performance analysis of a scanned-slot digital man3mographic imaging
system.
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2. SYSTEM DESCRIPTION
Side View Front View

2.1. Mechanical Design

The scanned-slot digital mammography
prototype under development in our laboratory is
shown schematically in Figure 1. The system is
built upon a swing-arm which is mounted to a
conventional mammography gantry. At one end of
the swing-arm is the x-ray tube; at the other is the
detector. The arm is mounted such that the x-ray
tube pivots about the focal spot, and the 4.0 mm
wide, 21.0 cm long detector is swung in an arc from
the chest wall to the nipple in a continuous motion.
The detector has been designed to minimize the
amount of breast tissue near the patient's chest wall
which can not be imaged. By pivoting the x-ray
tube, the angle between the target of the x-ray tube
and the detector is independent of scan position,
thereby avoiding variations in x-ray fluence due to
the heel effect. More importantly, the constant angle
provides an effective focal spot size that is invariant
with scan position.

Two slot-shaped collimators are scanned
with the detector. One is mounted on the x-ray tube
to restrict the region of inadiation to a narrow slot,
while the second is mounted near the detector to
remove scauered radiation. Using a 250 cm2, 6 cm
thick phantom composed of the breast equivalent plastic, BR12, and a 4.0 mm slot width, we measured a scatter-to-primary
ratio of 0.05 - less than one half of that achieved with a mammographic grid.

A tungsten target angiographic x-ray tube (GB-CGR, RSN 776) is currently used to provide a 0.3 mm nominal focal
spot size with a 16 kW power rating. A high frequency x-ray generator (Varian, HF650) was modified by the manufacturer
to produce stable outputs at low kilovoltages. All images and tests were performed at 40 kV (HYL of 0.95mm Al), with a
tube current of 160 mA (8.9 mR/mAs at 60 cm), a scanning speed of 2.3 cm s' (measured at the detector input), and a 60 cm
source-image distance (SID). Currently, a total scan time of 7.8 seconds is required to produce an 18 cm long image. The
mean glandular dose to a 5 cm thick, 50% adipose, 50% glandular breast is 0.85 mGy using this technique. We have shown
previously'4 that use of a more penetrating x-ray beam than that employed in conventional mammography offsets, in part, the
inefficiency of x-ray tube heat loading inherent in a scanned system, without unduly reducing the signal-to-noise ratio.

2.2. Detector Design

The detector, shown in Figure 2, consists of a phosphor material coupled via two fiber-optic (FO) tapers to two time-
delay integration (TDI) mode charge-coupled device (CCD) image anays. A 31.7 g cm2 GdO2S:Th phosphor screen'5 is used
to convert x rays to light. The FO tapers provide a 2: 1 demagnification. Each CCD has a format of 64 x 2048 square pixels
of size 27 pm (yielding pixels of dimension 50pm in the midplane of the breast). Because of an overlap at the junction of
the CCDs, the image has a width of 4032 pixels. The length of the image is dependent upon the distance scanned. For
example, an 18 cm scan produces 2900 lines of data.

A TDI CCD operates in a manner which allows images to be acquired while continuously moving the detector across
the breast. The detector is moved past the object at a constant speed, while the charge collected in each CCD element is shifted
in the opposite direction at the same speed. In this way, the charge corresponding to the signal from a given image pixel is
integrated as it is shifted across the CCD. Since the digital image is stationary with respect to the transmitted x-ray pattern
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Figure 1 Schematic of the prototype digital mammography system in
two projections. The x-ray tube and detector are mounted on a swing
arm that pivots about the focal spot of the x-ray tube.
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produced by the breast, a narrow detector
can be scanned in continuous motion past a
large object to produce an arbitrarily large
image.

Each CCD image array has 16 phosphor
parallel output-channels for rapid data Screen

acquisition. Each channel has a separate
DC offset, amplifier, and analog-to-digital
converter (A/D). The CCD output signal
consists of a small image signal (less than
200 mY) and a large 5 volt offset. The
offset for each output-channel is removed
by subtraction of a reference voltage which
is varied under computer control by digital-
to-analog converters. This method allows
for fine adjustment of the reference voltage
prior to the acquisition of each image. The
image signal is then amplified by a factor
of approximately 50. The A1)Cs each
operate at a maximum conversion rate of
2,0x105 samples per second. The digital
data from the 32 ADCs are multiplexed and
transferred to an IBM-compatible 486-based computer using a direct memory access (DMA) interface card containing a 32
megabyte dual-port image memory. The maximum data transfer rate is 1150 lines per second (10 megabytes/see). Therefore,
in principle a 21 x 18 cm2 mammogram could be acquired in 2.5 seconds.

To accommodate images spanning the full width of the breast, two or more CCD image arrays are required. To
prevent data loss at the junctions of the CCD arrays, the ends of the FO tapers were milled at a 45° angle. Hence, the image
fields on the two TDI CCDs overlap at the input of the detector and, as a result, data in the overlap region are not lost. In this
paper, all images were acquired with a single CCD.

3. SYSTEM CHARACTERIZATION

. Linearity

S=kIr , (1)

where k and y are fitted parameters. The
least squares fit is y = 0.99 0.01, and
k = 5.05 0.01 ADU mW'. The measured
and fitted data are shown in Figure 3.
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Figure 2 Schematic of the detector showing the phosphor coupled via 2:1
demagnifying fiber-optic tapers to two CCD image arrays. The junction between
the tapers is angled at 45° to the scanning motion.

The linearity of the response of the
detector to x rays was measured by varying
the beam current of the x-ray tube from 2
tO 160 mA, and by varying the 511) by a
factor of 4. The data acquired at the two
SIDs were combined using a bootstrap
technique. The result was a 1260-fold
variation in the detector exposure. The
response of the CCD, S, as a function of
radiant intensity, I, was fitted to a power
relationship,
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Figure 3 Measured response of the detector to incident x-ray exposure. Also
shown is the least squares fit of the data to Equation 1.
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3.2. Quantum Accounting

The number of quanta at various
points in the detector system has been 3
determined, and the results of this "quantum -
accounting" are shown in Figure 4. The x-
ray quantum fluence, the quantum detective
efficiency (QDE) of the phosphor screen, ,
and the number of light quanta produced '
per x-ray interaction were calculated using
a method described previously'4'6. This Ct
method accounts for the energy dependence .0 E
of the x-ray spectra, attenuation, and light
production. Assuming a 40 kV W-target
spectrum (1.0 mm Al HYL), 230 x rays are
incident per pixel per mR (stage A), and
the QDE is 49%. The number of x rays
interacting is shown in stage B. On
average 800 light quanta are produced per Stage
x-ray interaction (stage C). The NA of the Figure 4 Quantum accounting, showing the number of quanta at each stage in
FO taper is 0.6 and the fractional active the imaging system. Stages A-G are described in the accompanying text.
area is 0.8, therefore only 29% of the light
from stage C is incident within the acceptance solid angle of the FO (stage D). We have measured that the current FO taper
provides a 4.4 fold reduction in pixel area (i.e. 62 j.tm x 52pin pixels at the phosphor, 27 pm x 27 jim pixels at the CCD),
which reduces the light output of the FO taper by a similar amount (stage B). In this prototype detector, the CCD has a
separate FO window which has a light transmission efficiency of 57%(stage F). Thus 30 light quanta per x-ray interaction
are incident upon the CCD.

The optical quantum detection efficiency of the CCD was calculated by weighting the response of the CCD'7 with
the spectrum of the light produced by the screen'8 using the method of Eberhardt'9'20. The effective optical quantum
detection efficiency of the CCD is 20% (stage G). Thus, 6.1 electrons are produced in the CCD per x-ray absorbed in the
phosphor. This value is sufficient to ensure that the detector is x-ray quantum-noise-limited at zero spatial-frequency.

The output signal of the CCD image array was quantified using the mean-variance technique2122, whereby the mean
and variance of the CCD response are measured parametrically as a function of illumination. For a detector where the
generation of signal carriers (i.e. electrons) is governed by Poisson statistics and where the variance in the detector gain is small,
it can be shown that

2 2 (2)a5=GS+a ,

where C is the mean conversion gain of the detector in analog-to-digital conversion units (ADU) per signal carrier, Sis the
observed mean signal in ADU, & is the observed variance in ADU2, and & is the variance due to signal-independent or
"dark" noise. A linear least squares fit of data to Equation 2 gave G= 0.0076 0.0001 ADU electron1 (i.e. 132 2 electrons

per ADU) and Ck= 3.0 0.1 ADU (i.e. 396 15 electrons). From the known amplifier gain and ADC calibration, we
calculated that the output sensitivity of the CCD is 0.37 j.tV/electron. The output sensitivity of this type of CCD was measured
previously by Hguyen, et al.23 to be 1.1 jiV/electron. The reason for the discrepancy between their result and the results
presented in this paper is being investigated.
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_.3. Resolution

The modulation transfer function
(MiT) of the imaging system was
measured using a slanted-edge
technique25. In this method, a 0.4 mm
thick tantalum blade was scanned across the
detector in synchrony with the TDI charge
transfer. The blade was placed at about a
2° angle to either the columns or the rows
of the CCD. The results are shown in
Figure 5 The MiT was calculated both in
the direction of the scanning motion
(labelled "Scan"), and perpendicular to the
scan direction (labelled "Slot"). The Mi?
of a Kodak Min-R Medium, OM-1 screen-
fiLlm combination26 is shown for
comparison. The spatial frequency at
rhich the value of Mi? decreased to 0.05
is 8.7 mm' in the slot direction, and
5.7 mni1 in the scan direction. The current
FO taper is anisotropic (i.e. the
demagnification is different in the two
directions), hence the sampling frequencies
differ, being 9.6 mm' in the slot direction
and 8.1 miii' in the scan direction.

The limiting resolution of the detector was
measured with a Pb star pattern. Limiting resolutions of
8.5 and 5.3 lp/nun were measured in the slot and scan
directions, respectively, which are close to the measured
5% values of the Mi?. By employing digital unshaip
masking, the observed limiting resolution was
significantly improved. An image of a Pb star pattern
acquired at a 45° angle to the scanning motion is shown
in Figure 6 after unsharp masking. The limiting
resolution is about 9.5 lp/mrn, which is equal to the
sampling frequency. We believe that digital filtering
improved the observed resolution by reducing the effect
o:f 1/f noise (described below). Note that vertical linear
dislocations occur in 3 places in the image. These
dislocations are the result of manufacturing flaws in the
FO taper. Gross dislocations in the image are currently
corrected with a computer algorithm which moves each
vertical line in Figure 6 an integral number of pixels up
or down for accurate alignment. Currently, variations of
less than a pixel are not corrected. Improvements in the
FO taper manufacture should reduce or eliminate the
need for these corrections.
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Figure 5 The detector Mi? in the direction parallel to ("Scan") and perpend-
icular to ("Slot") the scanning motion, and. the Mi? of a Kodak Min-R
medium, OM-1 screen-film combination.

Figure 6 Image of a 0.50, 45 mm diameter, Pb-star pattern. The
image is displayed after unsharp masking. A limiting resolution of
9.5 lp/mm is seen.
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3.3.1. Slot direction

The MTF in the slot direction was
compared to theoretical results based on the aperture
response of the CCD and the MTF of the screen, as
shown in Figure 7-a. Plotted, are the aperture
response (MTFap), the MTF of the phosphor screen
(MTF), the experimentally measured MiT
(MTFexp), and MiT [given by the ratio,
MTFexp/(MTFap MTF3)]. All MTFs are expressed in
terms of spatial frequencies measured at the plane of
the phosphor screen.

The MiT at a spatial frequency, f, due to
the size and shape of the pixel is given by

MTF = sinc(fAx) , (3)

where & is the pixel size in the slot direction, and
sinc(x) = sin(itx)I(itx).

We believe that MiT is due to blurring
which occurs in the optical coupling between the
phosphor screen and the CCD detector elements.
The CCD FO window, the FO taper, and the
coupling compounds used between each component
contribute to MTh. Note that MiT undergoes a
significant low frequency drop (MiF = 0.7 at
1.5 mm'). This is the result of veiling glare, due
both to multiple reflections within the coupling
media, and to cross-talk between optical fibers.
These problems can be addressed byusing higher
quality fiber-optics (which are available), and by
mounting the FO taper directly on the CCD to
reduce the number of points of coupling between
the phosphor screen and the CCD. As an added
benefit, the direct mounting of the taper to the CCD
would increase the overall coupling efficiency by a
factor of 2. Further evaluation of MiT is
required.

3.3.2. Scan direction

Figure 7 The measured MiT in a) slot and b) scan direction.
Calculated constituent MTFs are shown, accounting for pixel size, screen
spatial and temporal response, and optics.

The MiT in the scan direction was compared to theoretical results based on the aperture response of the CCD pixel
and the spatial and temporal response of the screen, as shown in Figure 7-b. Plotted, are the aperture response (MTFap), the
effect of the 4-phase clock structure (MiT4), the effect of the temporal response of the phosphor material (MTFg), the MiT
of the phosphor screen (MiT,), the MiT of the optics (MTF()), the product of these factors (MiF1,), and the experimentally
measured MiT (MiTex). Again, all spatial frequencies are expressed in the plane of the phosphor. MiT is assumed to be
the same in the scan and slot directions. Similarly, the spatial resolution of the phosphor screen is assumed to be isotropic.

In the scanning direction, the discrete motion of the charge packets due to the finite number of clock phases per pixel
increases the effective size of the pixel in the scan direction. The degradation in the MTF at a spatial frequency, f, due to the
clock structure is given by27
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MTFi(f) =
sinc(f"' )

, (4)

where Ay is the pixel size in the scan direction, and n = 4 is the number of clock phases per pixel. In our CCD, this results
in a 3% drop in MTF at the sampling frequency. The temporal response of the phosphor material (i.e. the lag) results in a
blurring of the image in the scan direction. The MTh of the blurring is given by

MTF,Jf) := (1 + (2 itffk)2)112 ,
(5)

where k = hi(2)/(vt1)
assuming the temporal decay of light output from the phosphor screen may be represented by a single exponential. The time
for the light output to drop 50% in intensity is given by t1,, and the temporal response of the phosphor is related to the spatial
response of the detector by the scan speed, v. For the GdO2S:Th phosphor which we used28, t11. =0.6 msec.

Note that the experimentally measured MTF is still lower than that predicted by the product of the above factors,
MTFth. We believe that the additional degradation is due to microphonics and variations in the demagnification of the FO taper
with position in the CCD.

In all of the MTF measurements, ________________________________________________
above, the scanning speed was precisely

' ' I I

matched to the charge transfer rate. To
measure the effect of mismatch between the
scan speed and the charge transfer rate, the
scan speed of the tantalum edge was varied

about the optimum. The effect of
scan speed on MTF is plotted in Figure 8,
where the spatial frequency at which the
MiT = 0.1 is shown. The spatial
resolution degradation is given by29

MTFAV nc(N Ay if'1 , (6)' VI
1

where N = 64 is the number o:f pixels in the
scan direction, Ay is the pixel size, v is the I . I . I • I I I

scanning speed, iv is the difference
between the scan speed and the charge
transfer speed, and f is the spatial
frequency. Figure 8 shows good agreement
between the experimental data and the
theoretical prediction.

3.4. Noise

The image data used to calculate the NPS were acquired with the entire detector area uniformly irradiated. The NPS
were calculated by employing the direct Fourier transform method430'31. Data were summed in one direction to synthesize
the effect of a scanning slit4. To measure the NPS in (he scan direction a synthetic slit 62 jim wide and 6.6 mm long wasused,
while a 52 pm x 7.9 mm synthetic slit was used to measure the NPS in the slot direction. To reduce random error in spectral
estimates, the individual power spectra from 12 images were averaged. The image format allowed 8 synthesized slots to be
obtained per image. Each synthesized record contained 1024 elements. Corrections for the finite length and width of the
synthetic aperture allowed the true noise power spectrum to be estimated. In this way, estimates of the two orthogonal central
sections of the 2-D NPS are obtained.
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Figure 8 Comparison of the measured and calculated effect of mismatch
between the scan speed of the detector and the CCD clock frequency.
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The total measured NPS, W(f), are shown after binning (averaging) values from adjacent frequencies. The spectral
values of groups of 16 adjacent frequencies in the original spectrum were binned to generate the spectra presented. The zero
frequency values of the measured spectra are equal to zero because fluctuations were calculated about the mean signal. Hence
the lowest frequency spectral value is the average of 15 adjacent values in the original spectra (i.e. the zero spatial4requency
value was not included in the average). The spectral estimates have a standard error of 2.6%.

The total NPS, W(J), can be expressed as the sum of three uncorrelated constituent noise sources32.

WT(J) = WQ(f) + W5Q(J) + W4,(f) , (7)

where WQ(f) is the NPS due to x-ray quantum fluctuations, W5Q(f) is the NPS of the secondary quantum fluctuations, and W0(f)
is the NPS due to inherent detector output signal fluctuations. It is possible to measure WSQ(f)and WD(f) separately. W5Q(J)
is measured by illuminating the entire
detector surface with a uniform light _____________________________________________
source. WD(f) is measured by acquiring

I • I 1 I • I

images without illumination or x
irradiation. WQ(f) was calculated by
subtracting WD(fl and WSQ(J) from W2(J).

The results of these experiments
and calculations are shown for the slot and
scan directions in Figures 9-a and 9-b. In
the slot direction, WD(f) is white and is the
dominant noise source at spatial
frequencies greater than 3 mnf'. In the
scan direction, WDW is the dominant noise
source at all spatial frequencies. The shape
is similar to the function, 1/f. Added to
this inherent detector noise, is the spatial
frequency independent secondary quantum
noise, and the x-ray quantum noise, which
is spatial frequency dependent. The 1/f
noise is due to fluctuations in the amplifier
reference voltage relative to the CCD bias
voltage, and is currently being addressed.
Methods of reducing the magnitude of
WD(f) are also under investigation.

Note that the values of WD(f) and
WsQ(f) in the slot direction are equal to the
high spatial-frequency values in the scan
direction. This occurs because every line
in the slot direction is read-out and
digitized in a time interval which is shorter
than that required to read-out 2 pixels in
the scan direction. Therefore, slowly
varying temporal-fluctuations in the CCD
bias or digitization offset will affect low
spatial-frequencies in the scan direction.
Rapid temporal-fluctuations will affect high
spatial-frequencies in the scan direction,
and all spatial-frequencies in the slot
direction.
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Figure 9 NPS of the image system in a) the scan and B) the slot direction. The
x-ray quantum NPS, secondary quantum NPS and inherent detector NPS are also
shown.
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Figure 10 Images of an anthropomorphic breast phantom. The film image (left) was acquired with a 28 kV Mo-spectrum and
a dose of 1.1 mGy. The digital image (right) was acquired with a 40 kV W-spectrum and a dose of 0.85 mGy.

. Phantom images

In Figure 10, a digital and a film image of an anthropomorphic phantom are shown. The digital images was acquired
with a 40 kV tungsten-target specum, while the film image was acquired with a dedicated state-of-the-art mammography
system (GE-CGR 600T), Kodak Min-R medium, OM-1 screen-film combination, and a 28 kVp molybdenum-target spectrum
with 30 jim molybdenum added filtration. The digital images was acquired with a dose of 0.85 mGy, while the film image
was obtained with a dose of 1.1 mGy. We calculated the mean glandular dose assuming a 5 cm thick, 50% adipose, 50%
glandular breasi?3. The digital image was displayed with similar contrast to the film image, however, significantly more
contrast could have been used to display any region of the breast. The ability to vary display contrast after acquisition is a
significant advantage of digital mammography. Notice that the digital image has better resolution near the chest wall than near
the nipple. The phantom is designed to be imaged with the focal spot directly above the chest wall. In this preliminary test
bench image, the phantom was scanned, hence the focal spot position moved as the phantom moved. The result, as expected,
is an apparent unsharpness near the nipple.

In other experiments, we have shown that at least 12 of 16 objects (4 masses, 3 groups of specks, and 5 fibers) are
visible in digital images of the ACR accreditation phantom (RMI, Model 156). This exceeds the requirements of the ACR.
At a dose of 0.85 mGy, the mean score of 647 mammography imaging systems34 was 3.3 masses, 2.9 groups of specks, and
4.1 fibers. Thus the digital system performance exceeds the average performance for all three types of objects. In addition,
latitude was measured subjectively using a mammographic latitude phantom (RMI, Model 153B). Film-screen images provided
adequate contrast to detect objects over a 1.7 cm range of thicknesses of lucite, while the digital detector provided adequate
contrast to detect objects throughout the phantom.
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4. SUMMARY

A digital mammography imaging system has been developed which is potentially suitable for diagnostic imaging in
the clinic. The system has a limiting spatial-resolution of 9.5 mmd. With this system, we have demonstrated the potential of
a digital mammography system to acquire images of quality equal to or better than film. The digital system was also better
able to image a phantom demonstrating large exposure variations (large latitude) than a state-of-the-art mammographic fthn-
screen system. Currently, images produced with the digital system contain artifacts resulting from the detector noise, which
are being addressed. These improvements should increase the value of DQE(f) at all spatial frequencies.

For the detector to be x-ray quantum-noise-limited at all spatial frequencies, it is necessary to reduce the magnitude
of WD(f) and WSQ(fl. In the mean-variance experiment, we measured a RMS detector noise of 396±15 e. Hguyen, et al.23 have
reported that the minimum value of RMS detector noise should be 40 e. The detector noise can be significantly reduced by
using correlated-double sampling35, an ACcoupled amplifier with dark clamp, and cooling the detector to near O C. These
modifications will also eliminate the 1/f noise currently seen in the scan direction. If a 10-fold reduction in the RMS noise
can be achieved, then the value of WD(t) will decrease 100-fold. The value of W5Q(f) will decrease when the optical coupling
is improved. If a 1.0 NA fiber-optic taper is coupled directly to the CCD, then coupling efficiency will increase 5-fold, and
WSQ(J) will decrease relative to WQ(f) by a similar amount. With these improvements, the detector will be x-ray quantum-noise-
limited at all spatial frequencies.
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