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The modulation transfer functiofMTF) describes the spatial resolution properties of imaging
systems. In this work, the accuracy of our implementation of the edge method for calculating the
presampled MTF was examined. Synthetic edge images with known MTF were used as gold
standards for determining the robustness of the edge method. These images simulated realistic data
from clinical digital mammography systems, and contained intrinsic system factors that could affect
the MTF accuracy, such as noise, scatter, and flat-field nonuniformities. Our algorithm is not
influenced by detector dose variations for MTF accuracy up to 1/2 the sampling frequency. We
investigated several methods for noise reduction, including truncating the supersampled line spread
function (LSF), windowing the LSF, applying a local exponential fit to the LSF, and applying a
monotonic constraint to the supersampled edge spread function. Only the monotonic constraint did
not introduce a systematic error; the other methods could result in MTF underestimation. Overall,
our edge method consistently computed MTFs which were in good agreement with the true MTF.
The edge method was then applied to images from a commercial storage-phosphor based digital
mammography system. The calculated MTF was affected by thésides of 2.5, 5, or 10 cjrand

the composition(lead or tungstenof the edge device. However, the effects on the MTF were
observed only with regard to the low frequency dfgFD). Scatter nonuniformity was dependent

on edge size, and could lead to slight underestimation of LFD. Nevertheless, this negative effect
could be minimized by using an edge of 5 cm or larger. An edge composed of lead is susceptible to
L-fluorescence, which causes overestimation of the LFD. The results of this work are intended to
underline the need for clear guidelines if the MTF is to be given a more crucial role in acceptance
tests and routine assessment of digital mammography systems: the MTF algorithm and edge object
test tool need to be publicly validated. 8005 American Association of Physicists in Medicine

[DOI: 10.1118/1.192164G7
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I. INTRODUCTION Clinical image resolution is influenced by so many factors

) ) ) ) that it may be indicated to include both the measurement of
In a well-designed x-ray imaging system, the properties ofhe MTF of the detector and the MTF of the complete system
the detector are the prime determinant for the apparent resg, quality assessment protocols for digital mammography.
lution in the radiological images. Spatial resolution is one OfFor a system in good working condition, the resolution of the

the parameters that is routinely checked during acceptanc(fetector has the greatest impact. Other technical determi-

r r nd regular lit ntrol m rement . :
procedures and regular quality control measurements Qants include: the focal spot size, the geometry of the sys-

these systems. Both qualitative and quantitative measure- ; ,
ment methods are used. Qualitative methods rely on huma m, and the scatter. The x-ray scatter in the breast certainly

observations. They include the analysis of line-pair test ob[educe§ the intrinsic resolution of the i.mages. Its effect de-
jects or the determination of visibility thresholds for inserts P€NdS, in theory, on the exposure conditions, the compressed
of different diameter. The modulation transfer function Preast thickness, and the composition of the breast.
(MTF)*?is a quantitative and direct metric that describes the A Straightforward way to allow the calculation of the
image resolution properties of a system as a function of thé/lTF under clinical conditions on a routine basis would be to
spatial frequency. Automated calculation of the MTF is pos-nclude an edge test object into a comprehensive test object
sible. Both approaches are being considered in physical arf@r digital mammography systems. As far as we know, there
technical protocols for quality assurance in digital iS not yet an international consensus regarding possible ac-
mammographﬁ. quisition methods. The International Electrotechnical Com-
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(a) (b) tral position of the edge is determined 6§ applying a
7 Block 0515 rows low-pass filter to the row profille(b) calculating Vi, the
/ average value of the pixels shn?lded. by the edgel,\aﬁm,gO
L2 i / the average value of the remaining pixdk; calculating the
ROI § mean pixel value of those pixels which have values lying

between (V/4+V,,) and (3V/4+V,,,) where V=V
=Vpin [Fig. 1(c)]; and(d) determining the edge position cor-
(d) responding to this mean pixel value. For each block the av-
erage of the 15 edge positions is calculated. From these av-
erage edge positions, the edge angle and the corresponding
AY number of lines to be projected in the supersampling proce-
dure, N,j=AY/AX, is determined byAY, the distance be-
AX tween the upper and the lower block, at¥ [Fig. 1(d)], the
difference of the mean pixel locatiord,,, is rounded to the
Fic. 1. (a) Geometry of the region of intere@ROI) for the determination of nearest integeN.
the MTF; (b) selection of two blocks of 15 lines from opposite ends of the ~ Step 3:A supersampled edge spread functi@®SH is
ROl as a fi_rgt step to calculate the 'edge angte;graph to determine the generated by using the pixel values Mfconsecutive rows
ﬁimg’g rpo(]’csr'g\?vg g g:cphr Orjg\gfgg.outlme to calculate the edge angle and across the edge: the value of the first pixel in the first row
gives the first data point in the supersampled ESF; the first
pixel in the second row gives the second data point, etc.; and
mission (IEC)* has published a standard for the calculation{inally the first pixel in theth row gives theNth data point.
of the MTF of digital x-ray detectors, excluding digital mam- This procedure is repeated for the other pixels inftfvews:
mography. Currently, a workgroup of the IE@ focusing on ~ the value of the first pixel in the second row gives the
similar methods for MTF calculation of the detector in digi- *1)th data point; the second pixel in the second row the
tal mammography. The scientific literature about the detectofN+2)th data point, etc. It is assumed that the sampling dis-
MTF,G‘gincIuding digital mammograph%ﬁ“is however rap- tance in the supersampled ESF is constant and is given by
idly growing. The literature about MTFs acquired underthe pixel spacing divided bi. Slight shifts introduced by
clinical conditions is scarcE* The value and the robust- this method are equivalent to the binning process of other
ness of MTF calculations under clinical conditions remainsalgorithms.
to be further validated. Step 4:Step 3 is repeated for all other nonoverlapping
This study is a part of a larger study that aims to describgroups ofN-consecutive rows along the edge, thus producing
a new test object for digital mammography quality control ina set of individual supersampled ESFs.
routine clinical practice. In comprehensive test objects there Step 5:A mean supersampled ESF is determined by aver-
is only limited space available for an edge. In this study, weaging the individual ESFs; the edge location of each super-
first assessed the accuracy of various methods to calculasampled ESF is estimated by means of linear regression us-
the presampled MTF on synthetic images that include noiséng the ESF data lying between 30% and 70% on the edge
scatter, and flat-field inhomogeneities. We then exposettansition. The individual supersampled ESFs are laterally
edges of different sizes and composition to explore how acshifted such that individual edge positions agree, and finally
curate MTF measurements of digital mammography systemthe supersampled ESFs are averaged.

Edge Device

can be acquired. Step 6:The line spread functiolLSF) is calculated by
finite-element differentiation of the ESF using a convolution
Il. MATERIAL AND METHODS filter with a[-1 1] kernel. ,
_ _ Step 7:The modulus of the Fourier transform of the LSF
A. Basic MTF algorithm is calculated, the result is normalized to its zero frequency

Described in the following is the algorithm used to com- value[MTF(0)=1]. . _
pute the MTF. This algorithm requires an image of a slightly ~Step 8:The frequency axis is corrected for the sampling
tilted edge(typically 1°—3° with respect to the pixel matyix ~scaling error caused by the slanted edtye frequency axis

The signal intensities in the image must be linear with detecis scaled by a factor of 1/cas.
tor dose. Step 9:A third-order low-pass filter is applied to the MTF,

Step 1:A region of interest(ROI) centered around the starting from the 13th point at which the MTF was estimated,
edge is selected. This ROI is defined by a witlthand a  to reduce the noise content. To avoid distortion of the MTF,
lengthL [Fig. 1(a)]. W is the total number of rows used for the filter is applied twice. A copy of the raw MTF data is
the determination of the MTH. is the length of the edge made. On one array the algorithm is applied from point 13 to
profiles. the end. On the second array the algorithm is applied in

Step 2:Two blocks of rows each consisting of 15 rows arereverse from the last point to point 13. The average of the
selected from the edge image; these blocks are selected frotwo filtered MTF curves is calculated.
opposite ends of the RQFig. 1(b)]. For each row the cen- Step 10:A second normalization is performed to reduce
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the apparent noise in the MTF. The best line through the first 5 A
7 points is calculated by using linear regression. The MTF l i
curve is normalized again using tlyeaxis intercept of the . S T
linear regression. AP o
________________ 1X,
B. Image simulations =T 0

Images were simulated iMATLAB (version 5.3.0, Math- B
works, Natick, MA). The images were 1 K by 1 K, 16 bit,
with 100 um pixels. They were simulated with features ob-
served in images acquired with four FFDM systems, includ-
ing two flat-panel detectors and two storage-phosphor com-
puted radiography(CR) systems. The flat-panel systems
included a Senographe 2000@BE, Milwaukee, W) with v 9
100 um pixels and an Embrace DM100@\gfa, Mortsel, S, &8
Belgium) with 70 um pixels. The first CR system was a FCR 1T
5000 MA (Fuji Medical Systems, Tokyo, JapanHR-BD <
plates(Fuji Medical Systems, Tokyo, Japawere exposed w
with a Mammomat 3000Siemens, Erlangen, Germargnd . . .
processed with a FCR PROFECT CS dual-sided reader ithipier of a pivel. The ESF for EDGESan be. expreseed pioconise 25 &
50 um pixels (Fuji Medical Systems, Tokyo, JapariThe  polynomial in each of the fivex intervals shown(dotted line$. The edge
second CR system consisted of a prototype storage-phosph@igled is exaggerated here for clarity.
plate, Embrace 1.0Agfa, Mortsel, Belgiun, exposed with a
M-IV Platinum (Lorad, Danbury, CT and processed with a
Compact Plus single-sided reader with 10 pixels(Agfa, X = Xo
Mortsel, Belgium. ESFs(x) = 0.5 tang + »

\4

(1-tano). (3
3~ X2
For x3<x<x, another triangular region of the pixel is pro-
1. Simulation of the edge _gresswely. uncoveretbasically the same as the first one, but
in reverse:

We first simulated a basic digital edge image, ERGE
EDGE; represents the image of an edge object acquired ESR(x)=1-
without scatter or quantum noise by a detector which does (X3 = X4)
not introduce any noise or blurring. The theoretical pre-gor x> x, the full pixel is uncovered:
sampled MTF of EDGE is a sinc, fully determined by the
pixel size of the detector elements. For this example, we ESR() =1. (5)
presume a pixel with widttw and heighth, both equal to  From the geometry depicted in Fig. 2, we find:
100 um. EDGE; was simulated line-by-line using a normal-
ized edge profile ESfx), wherex is the displacement of the X1 =0-S—h-wtand), (6)
edge from the center of the detector element. An arfjle

_ 2
X=X 0.5 tang). (@)

=2° to the matrix arrasywas simulated by shifting the edge %2~ 0.5-h+wtan6), (7)
profiles in each adjacent line hyx=wtané. The signal in-
tensity in each pixel is proportional to the area covered by *3~ 0.5h-wtano), (8)
the edge object. Five regions were used to distinguish the
edge object position relative to the pixel matfig. 2. X=0.3h+wtane). ©

For x<x; the pixel is completely covered by the edge The supersampled LSF calculated from the supersampled
object. So: ESF described in Eqg1)—(5) is not a simple rectangular

ESF(x) =0 ) function. Instead it ramps up betwerpandx,, then is con-
(X =0. stant betweemx, andxs, and finally ramps down betweeq

For x,<X<X,, a triangular region of the pixel is progres- and x,. This is the convolution of a rectangular function of

sively uncovered. The region grows quadratically with lengthh with a rectangular function with lengtky—x,.
The height of the edge transition is derived from the x-ray

(X=Xq)? transmission of a 3@um-thick Pb(99.9% purity edge on top
W(O'Stan@' 2 of 40 mm PMMA exposed with 28 kVp, Mo/M@25 um

filter). We measured an x-ray transmissi@ of 10.5%. The
For x,<x<x3 a trapezoidal region of the pixel is progres- signal intensities in EDGE were then scaled to the final
sively uncovered: signal intensities.

ESR(x) =

1

Medical Physics, Vol. 32, No. 6, June 2005
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2. Noise x10’

Real images always include noise both of quantum origin 12l »
and from the detector. We corrupted the basic image, 4
EDGE;, with noise to yield the image EDGE We gener-
ated colored noise Nx,y) characterized by a rotationally
symmetric normalized noise power spectra NNRSv)
with shape similar to the horizontal NNPS of the Agfa Em- .
brace 1.0 CR plate. The assumption of rotational symmetry 4} ad

is a simplification; however, the response of the CR plates ~ |+ Measured
does not differ dramatically for other directions. The noise | Least square 2" order fit| |

. - *
Nc(x,y) was simulated based on the method described by 00 5 4 6 3 10 2

5 . : 5
Bochud® as Average signal intensity %10’

Variance
o0

= “1p . @ Pw(uw)
Nc(x,y) = real§3 {VNNP&(u,v) - € 1, (10 Fic. 3. Relationship between average signal intensity and noise variance in
-1 i ; ; ; images acquired with a prototype Agfa CR plate with 308 pixels. The

Whereg? IS th? two-dimensional Im,/er_se Fourier transform images of 40 mm PMMA were exposed at 28 kVp, Mo/Mo at different
and ®(u,v) is the randomly distributed phaseé®y  exposure settings.
e [-m,m]) of a Gausian white noise spectrum.

We simulated different noise levels for the part of the
image containing the edge, the part without the edge, and th&'cquired when exposing 40 mm PMMA at 28 kVp with
transition zone. We assumed that NNR@ v) has the same  \10/Mo without the edge test object.
shape independent of dose, which shows close agreementye jgnored fixed pattern noise. We assumed that for the
with reality for the examined dose range. A linear relation-prpose of these simulations, the incorporation of this noise
ship exists between the variance of the noise in the imaggoyrce would not have an apparent effect on the complete
space and the level of the NNB8,v). In addition, the re-  nise pattern.
lationship between the average signal inten6lifyand noise
variance,o?(l), was determined experimentally from linear-
ized images of the Agfa Embrace 1.0 CR sysi&ig. 3. To 3. Scatter

do so, we exposed 40 mm of PMMA on top of the bucky at  X-ray scatter, beam hardening, K-fluorescence, reabsorp-

28 kVp and various exposure levels. _ tion in the detector, and scattering of light photons are pos-
.The noise in the edge image, EDgBvas then simulated  sihle causes of a low frequency drofeFD) in MTF
using Nenorm(X, Y), measurement¥.Shenet al'* found a LFD to be larger when

Nenom(%,Y) = @ Ne(x,y) = B, (12) adflging more scattering material to the x-ray field. Rogge
al.”® observed the same phenomena.

wherea and 8 were chosen so thatdNom(X,y) had a mean For our simulations, we measured the MT)Fof an edge

of 0 and a variance of 1. Thus: centered within 60 mm PMMA and exposed with the GE
= . + flat-panel at 28 kVp, Mo/Mo. This MTF shows a large LFD

EDGEBN(X'y) Nerordx.Y) - o) + EDGE(x.Y). 12 (0.77 at 0.5 mm?t). We evaluated a model, MTF(f), com-

We simulated EDGE, with detector doses of 1.8 mR bining two Lorentzian functions at all spatial frequencfes

(~SNR=17.1dB, 56 mR (~SNR=19dB, 11.7 mR as this has previously shown to fit experimental

(~SNR=19.8 dB in the plane of the detector that would be measurements:*31¢

—_
=]

—

]

o
)

=4
N}

" Agfa, Embrace DM1000

- GE, Senographe 2000D
| Agfa, Embrace CR /
Fuji, FCR5000 MA

0 .6 12 8 12 16 20 24
Distance from thorax side [cm] Distance[cm]

o
o0

=]
~

Relative signal intensity

Relative signal intensity

o
o

—
oze]
AN

Fic. 4. Demonstration of flat-field nonuniformities. The relative signal intengiéiealong the central axis perpendicular to the chest wall sidglanghrallel
to and 6 cm from the chest wall side are shown for 4 FFDM systems. All measurements are for exposures at 28 kVp with Mo/Mo and 40 mm PMMA.
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a 1-a C. Application of the MTF tools in real images
MTF gp(f) = 5+ > (13 ) ) . L
1+ f 1+ f In reality, edge objects necessarily have a finite size. As x
c rays propagate through a phantom composed of an edge ob-

ject placed within PMMA, the distribution of the scattered x
where a, b, and c are parameters withae[0,1], b  rays will be different in the open field of the PMMA, in the
>0 (mm) andc>0 (mmY). The parameters were deter- 0Pen PMMA field near the edge, under the edge object near
mined by minimizing the sum of the squared differences bethe edge, and in the center of the edge object. The spatial
tween the model and the measured data. We foand distribution of the scatter also depends on the edge object
=0.224,b=0.045 mm?, andc=3.807 mm-. material. An individual edge profile is influenced by the dis-

An edge image EDGEp, with the above-noted MTF,  tance between the position of the profile and the other bor-
was simulated. EDGEp was filled line-by-line using the ders of the test object. The accuracy of the MTF may be

edge profile ESfp(X): degraded if the region for the calculation of the super-
sampled ESF is affected by scatter from the borders. Experi-
EDGE rp(X) = a(2 - 2™ + (1 —a)(2 -&#™) for x< 0 ments with edge objects of different sizes were performed to

verify the accuracy of MTF calculations frorgpotentially
small) edge test objects inserted in a comprehensive phantom
EDGE () = a€ 2™+ (1 —a)e ™% for x> 0. (14)  for quality control in digital mammography. Measurements

To simulate an edge with an edge anglegef2° with respect
to the pixel matrix, the adjacent lines were shifted with

=wtané. Kiiife ad J
Next, noise was added to ED@Gl as explained in Sec. 11C CC2Cy
IIB 2, which then results in EDGEp,. We simulated ____—»10cmx 10cm

EDGE rp, corresponding to a detector dose of 5.6 mR.
—™5cmx S5cm

N

A 2.5cmx 2.5cm

4. Flat-field inhomogeneities

Several effects contribute to radiation field nonuniformi-
ties: the heel effect along the anode—cathode axis, the invers (a) Wetoil
square law, and differential photon-path lengths through vari-
ous attenuating medidghe Be window of the x-ray tube, the Pb-frame
added filtration, the mirror, and the compression padtfle
The angle of incidence in detector elements may also play ¢
role. The most apparent nonuniformity is the heel effect
along the anode—cathode axis. The images of a DR syster
are usually flat-field corrected whereas images of current Ck Jem em
systems are not. To simulate flat-field nonuniformities, we
measured the signal intensities as a function of position in .

\
]
Z
=
>

Nipple side

the four FFDM systems. The systems were exposed a
28 kVp and Mo/Mo with 40 mm PMMA on top of the (b)
bucky. Figure 4a) plots the relative signal intensity along the
central axis, perpendicular to the chest wall side. Figubg 4
shows the relative signal intensity parallel to the chest wall
side of the detectors, 6 cm from the chest wall.

We decided to model flat-field inhomogeneities as ob- 7em :5,
served in images from the Fuji CR system. We fitted a <| "7 """ Centrafl axis -
fourth-order polynomial through the profile parallel to the N
anode—cathode axis and a second-order polynomial throug!
the profile perpendicular to the anode—cathode axis. Two im-
ages were made to separately show the influence of the vel(d) () <
tical and horizontal nonuniformities: EDGE,, and 18 cm
EDGE‘—FDH where "V represents the nonuniformity perpen- Fic. 5. Edge device placemer(®) W foil used in the MTF experiments.
dicular to the anode—cathode axis amitl tepresent the non-  The lines show how the 10 cm10 cm W foil was cut into squares with
uniformity along the anode—cathode axis. Noise was thesides of 5and 2.5 cnib), (c), (d), and(e) Top view of acquisition geometry

; : ; : : of the five edge devicegb) 10 cmx 10 cm W foil with a Pb framefc)
inserted as described earlier. This resulted in ERGE and 10 cmx 10 om W foil (d) 5 cmx 5 cm W foil and 5 cmx< 5 cm Pb foil: (6)

. \%
EDGEL,:DN . We simulated a detector dose of 5.6 mR. 2.5 cmx 2.5 cm W foil. The 2° angle is exaggerated for clarity.
H

<

h
y
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x10?
If 1
() ] (b)
0.8 1
' 2
0.6r 1 o
gt {1E E
o4 {= S
Q
I & Fic. 6. (a) and(b) demonstrate the su-
0'2_ | persampled ESfFand MTF (theoreti-
0 | | cal and calculatedfrom an edge ob-
0 10 20 30 40 50 00 1 2 3, 4 5 ject acquired with a noiseless and
Distance [mm] Frequency [mm'] spatially uniform detector(c) and (d)
1 The influence of detector noiséc) A
L(c) normalized supersampled ESF at
0.8 5.6 mR. The difference between the
L theoretical MTF and the calculated
0.6¢ MTF is shown in(d).
=L
= 0.4t
0.2f ;
[ 11.71 mR]
0 = -0.03
0 10 20 30 40 50 0 1 2 3 4 5
Distance [mm] Frequency [mm']

with edge objects of different composition were performed toand then to a square with 2.5 cm sides. The W foil was cut so
explore the influence of the composition on MTF measurethat the same part of the knife edge was always used for the
ments. determination of the MTIFig. 5@)]. The acquisition geom-

Five edge test devices were evaluated. Four of the fivetries are schematically illustrated in Figgb-5(e). The W
edges consisted of a 12#n-thick, 99.9% pure W foil foils were aligned to the central anode—cathode axis. The
(Sigma-Aldrich, Germany laminated between two knife edges all intersected the x-ray field at 7 cm from the
1-mm-thick PMMA slabs. The PMMA slabs covered the en-thorax side. The angle of the knife edge with respect to the
tire field of the detector surface. The first edge device conpixel matrix was approximately 2°. The fifth edge consisted
sisted of a 10cm by 10cm W foil windowed by a of a 30.um-thick, 99.9% pure square Pb foil with sides of
200-um-thick Pb plate which were laminated between two5 cm(Hittner Réntgenteste, Germarwhich was also lami-
1-mm-thick PMMA slabs. The Pb plate covered the entirenated between two 1-mm-thick PMMA slabs that covered
length of the detector and was suitable to prevent scatter ahe entire field of the detector. The same geometric setup was
the sides of the W foil. The second edge device consisted afsed as for the other four edge objects. During image acqui-
a W foil without a Pb window. For the third and fourth edge sition, the five edge devices were each placed within two
devices, the W foil was cut first to a square with 5 cm sidesadditional 20 mm PMMA slabs.

3 0.04} (@) 1 z004®
% 0.02) - % 0.02f | \Mh
n I o
] 0 4 0 W\P\M N\ L T M T .,LM L '
s ) I | Y M Wy \.“I‘A{w\'w ‘(vl.ivl HV” ‘i]
2-0.02f 1 20.02} 1
S .0.04 f’=28‘2 S 0.04k —L1=6113 mm | Fic. 7. Effect of lengthL, of the su-
; 5 : W“T'S mm L : 5 5 = 54‘5 mm L persampled ESE on MTF accuracy
Frequency [mm’] Frequency [mm’] is shown in(a) and(b). Effect of W on
MTF accuracy is shown ir(c). The
difference between the theoretical
0.04 MTF and calculated MTF is shown.

Smaller L and largerW reduce the

0.02 noise content of the MTF.

MTF theoretical ~ MTF calculated

0 1 2 3 . 4 5
Frequency [mm"™]
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= 0.4 = 04 EDGELFDN, a simulated edge cor-

= rupted by noise and scatteib) The
0.2 0.2 theoretical MTF from EDGEep,,
00010 20 30 40 30 1 2z 3 4 >
Distance [mm] Frequency [mm’]

Images of the edge test devices were acquired usintarger, as the low pass filtdstep 9 in Sec. Il Ais not ap-
28 kVp, Mo/Mo with the Agfa CR system at a detector doseplied to these points. The MTF is also noisier at higher spa-
of approximately 5.6 mR. These image data are square-rodial frequencies. The absolute difference between the theoret-
compressed Therefore, we squared the image data to geical and the calculated MTFs are smaller than 3% and no
signal intensities in the images that are linearly related withappreciable bias is observed. We believe that this can be
dose. The images were flat-fielded using a correction temexplained by the fact that we appliég{(ESF)}| rather than
plate derived from a flat-field image acquired under the saméF{ESF}|). The angular bracket§--) express average val-
experimental conditions as the edge test device images. Thes.
Fourier transform of this flat-field image was high-pass fil-  The magnitude of the noise depends on the lehgththe
tered. The inverse Fourier transform produced the templatESF and on the number of nonoverlapping groups that are
for correcting the nonuniform edge image. MTFs were cal-averaged, which is determined bY. Figures 7a) and 7b)
culated with the method described in Sec. Il A. The MTFshow the MTFs determined from ED@E(correspondmg to
calculated from the image of the W foil fixed in the Pb plate a detector dose of 5.6 mRising d|fferent lengthd. of the
was taken as a reference. The spatial scatter distribution rgSF of 14.1, 28.2, 56.5, and 113 mkV.was kept constant
ceived throughout the whole edge object will be theoreticallyand equals 156.5 mm. It has been reported that truncation of
constant, with the exception of the region adjacent to thehe tails can reduce the noise content of the M¥#&n effect
knife edge. The MTFs calculated from the images of thethat is also seen here. Figure¥shows the MTF determined
smaller W foils were compared with this reference MTF. Thefrom EDGEB (corresponding to a detector dose of 5.6)mR
MTF calculated from the image of the Pb-edge device wagsing d|fferent widthsW of the ESF: 17.4, 39.2, and

also compared with the reference MTF. 78.3 mm.L was kept constant and equals 56.5 mm. In our
algorithm, the use of larg&i results in averaging over more

IIl. RESULTS supersampled ESFs, which has the same effect as measuring
the MTF at a higher exposure level and thus reduces the

A. Validation of the MTF tool on simulated data noise.

Figure Ga) shows the normalized supersampled ESF ob- The remaining calculations are performed on simulated
tained by applying the MTF algorithm on the image EDGE edge images corresponding to a 5.6 mR detector dose, as this
The supersampled ESF was derived from a ROI with
=56.5 mm andN=156.5 mm. Figure @) shows the corre-
sponding theoretical MTF and the MTF calculated with our 0.02

method. There is very good agreement between theory and E . a8 Eend B
our calculations as shown by the residual. The maximum 3 0-00Rperensanf R asy Simtiay
absolute difference up to 5 miis only 0.06%. & 002

Next, we evaluated the supersampled ESFs as derived =
from images with different noise levels: EDGE As de- '5'0 D4
scribed in Sec. Il B 2, images were simulated for detector :-0 06 T=Ta5mml|
doses of 1.8, 5.6, and 11.7 mR. The ESFs were derived from &= ol I =282 mmll
ROIs withL=56.5 mm and widtiw=156.6 mm. Figure @) = 0 e §=56:5 mm
is an example of a supersampled ESF at 5.6 mR detector -1.00gy i 5 3 n 5
dose. Figure @) shows the difference between the true MTF Frequency [mm]

and the MTFs calculated for the three simulated images with
different dose levels. The MTFs are proportionally affectedric. 9. Effect of the lengthl., of the supersampled Egfs on MTF accu-

cy. The widthw of the ROI was kept constant and equals 156.5 mm. The
by noise; the influence of .the noise .IS more notable at. IOWeE|afferences between the theoretical MTF and calculated MTFs determined
doses. Note that for the first 13 points of the MTiR this  om EDGErp,, a simulated edge corrupted by noise and scatter, are

instance below 0.5 mm), the noise in the calculated MTF is shown.
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Fic. 10. Effect of noise reduction methods on MTF accuréaly.(c), and(e) Supersampled LSLEDN (Unfiltered computed from a simulated edge corrupted
by noise and scatteta) The LSkp, after applying a Hann window with length equal to the distance between the end points @f.SE) The LSFep,

after truncating the tails at +3.5 mm and applying exponential extrapolation from +3.5 toward +28.2®)riiime LSRep, after having applied a monotonic
criterion to the supersampled ESF, . (b), (d), and(f) Differences between the theoretical MTF and computed MTF from ERGHor the three methods.
The curve “Low-pass” illustrates the influence including the low-pass filter. The low-pass filter was not used for the curves labeled “Hann,” f&Xponent
“Monotonic,” and “Unfiltered.”

dose corresponds to a typical clinical exposure. We analyzeseen in the above-noted exampleshis behavior is most
the effect of scattered x rays on the MTF calculation. Thepronounced when the discontinuity is large. Applying a win-
tails of the supersampled ESF are greatly affected by thedow function removes the discontinuity at the ends of the
scatter component. Figure 8 shows the supersampled ESfipersampled LSF and reduces the Gibbs effect. Moreover,
and corresponding theoretical MTF of an image with simu-use of a window reduces the noise content in the MTF. For
lated scatter and noise, ED@f . The supersampled these two reasons some MTF calculation procedures apply a
ESRfp, was derived from a ROI Wlth. 56.5 mm andV  window function’® However, the improvement comes at a
=156.5 mm. Figure 9 illustrates the MTFs computed fromcost: reduced accuracy of the MTF. As an example, we use a
ESHep, with three different lengthd: 14.1, 28.2, and Hann window. Figure 1@ illustrates LSErp, with and
56.5 mm. The widthw of the ROI to determine EﬁEDN was  without the window. Figure 1®) plots the difference be-
set equal to 156.5 mm. The difference between the theoretiween the theoretical MTF and the computed MTFs with and
cal and the computed MTF is greater at low frequencies andithout applying a Hann window. This calculation was per-
for smaller values ofL. A 56.5-mm-long supersampled formed without the low-pass filtgistep 9 in Sec. Il A Fig-
ESFLFD seems an appropriate choice, because the maximuore 1db) also demonstrates the difference between the the-
absolute difference below 1 miis only 0.4%. oretical MTF and the computed MTFs as calculated with our
The discontinuity at the ends of the tails of a super-method, i.e., with the low-pass filter. The noise reduction
sampled LSF may introduce the Gibbs effect in the Mm&t  obtained by applying the Hann window is similar to that
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Fic. 11. Effect of flat-field nonuniformities, as measured in images of the Fuji CR system, on MTF accuracy. The differences between the theoretical MTF
and calculated MTFs determined from EDGE, . a simulated edge corrupted by noise and scatter, are siewhhe effect of nonuniformity in anode—

H
cathode direction at various distances from the chest (malparallel to the chest wall.

which we get when applying the low-pass filtestep 9 to A second possible method to reduce MTF noise is based
the MTF. However, the use of the Hann window introduces aupon imposing the constraint that the supersampled ESF is
systematic overestimation of the MTF. In the present exmonotonic The supersampled ESF calculated from
ample, the maximum absolute difference is 1.6% alEDGELFDN is shown in Fig. 10e). Figure 1@f) shows the
0.05 mni*. The maximum absolute difference is greatergifference between the theoretical MTF and the measured
when a window with a smaller aperture is appliét  \MTF The LFD is not overestimated and the noise content is
shown herg reduced.

: ,19,20
Other techmqué **%re also frequently used to reduce  pifferences in MTF accuracy were also investigated as a
the noise content in MTF calculations. We restrict ourselvesynction of position in the detector field. We applied our
to two methods. One possible approach that can be used is fgrr algorithm to edge images with flat-field inhomogene-

fit the tails of the LSF to a modéf. As an example, We jies EDGEq, and EDGE.y , as described earlier. The
exponentially extrapolate the truncated tails of the 56.5 m Ny Ny

supersampled ESF calculated from ED_GlﬁN [Fig. 100)]. n]EDGE._FDNH was simulated for three_differt_ant edge.positions:
Figure 1Gd) shows the difference between the theoretical@t 4, 6, and 8 cm from the thorax side. Figure 11 is a plot of
MTF and the measured MTF with and without exponentia|the difference between the true MTF and the calculated
extrapolation. We show the difference calculated with andMTFs from edge images with flat-field nonuniformities.
without the low pass filtefstep 9 in Sec. Il A For frequen-  They were calculated from supersampled ESFs with width
cies>2 mni?, the noise reduction by applying the exponen-W=156 mm and length =56.5 mm. The inhomogeneity of
tial extrapolation is similar to the reduction we get when wethe x-ray beam in the anode—cathode direction results in an
apply the low-pass filtegstep 9 under Sec. I AThe LFD is  overestimation of the MTF. This effect is greatest4at% at
underestimated: 6.3% at 0.3 minNotable Gibbs ringing is 0.02 mn?) 8 cm from the thorax sidéFig. 11(a)]. Only a
introduced because of the discontinuity between the meaminor increas€0.4% is noted for the effect parallel with the

sured and the fitted model. thorax sidg/Fig. 11(b)].
1 1%
(@) —7=-32mm \ () W=23 mn]
0.95f L=71 mm|] 0.957 \ wee e V=46 mm |
4 PRy
0.9} \ W=23mm | 0.9} ‘_‘ L=71 mm
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Fic. 12. (a) Effect on estimated MTF due to the length,of the super-sampled ES@) width, W. The edge device consisted of a 10 cm by 10 cm W foil
windowed by a Pb plate.
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Fic. 13. Effect of scatter nonuniformity on the MTF. MTFs are shown from Fig. 14. Combined effect of the length, of the supersampled ESF and

edge devices with different spatial extent: the 10 cm by 10 cm W foil with nonuniform scatter on MTF. The measured MTFs of the edge device con-
Pb frame(half), the 10 cm by 10 cm W foil without Pb frame, the 5 cm by sisting of the 10 cm by 10 cm W foil with Pb windo@Half’) (ROI: L

5cm W foil, the 2.5 cm by 2.5 cm W foil. The ROIs to determine the =71 mm,W=46 mm and the 2.5 cm by 2.5 cm W fo{ROI: L=32 mm,
SUperSampIed ESF had Ienglh32 mm and widthW=23 mm. W=46 mm are shown. Zoom shows the LFD.

B. Application of the MTF tool in real images IV. DISCUSSION AND CONCLUSIONS

To evaluate the effect of the length, of the ROI, we In this study, we explored the accuracy of a supersampled
calculated the MTF from the 10 cm by 10 cm W-foil edge edge MTF measurement method for frequencies up to 1/2
device windowed by the Pb plate with=23 mm andL  the sampling frequency. We claim that this method is the
=71 mm, andW=32 mm. Overall, the two MTFs are very only practical method for which a sufficiently accurate MTF
similar. The imaging system demonstrates a notable LFDcan be produced from a single exposure of a comprehensive
Figure 12a) shows the effect on the LFD. In the case of the phantom using clinical parametgies.g., spectrum and dose
longer supersampled ESF, the LFD is slightly gredtemr  An alternative is the slit methotibut this requires large
average 0.7% up to 1 mm). x-ray exposures which are often obtained by applying mul-

To evaluate the effect of the widthy, of the ROI of the tiple exposures. High quality slit images are very difficult to
supersampled ESF, we calculated the MTF from the 10 cnobtain with flat-panel detectors due to these dose require-
by 10 cm W-foil edge device windowed by the Pb plate withments. Theoretical analysis also showed that the Shie-
W=23 mm andW=46 mm, and_.=71 mm[Fig. 12b)]. No  fined as the ratio of the MTF value to the standard deviation
systematic difference is observed over the whole frequencin an ensemble of MTF determinations from independent
range. measurements, is highest at low frequencies for the edge

To evaluate the effect of scatter nonuniformity over themethod and highest at high frequencies for the slit method.
ROI, we calculated the MTF from the 10 cm by 10 cm As we are interested in an accurate measurement of the low
W-foil edge device windowed by the Pb plate, the 10 cm byfrequency components, the use of the edge method seems
10 cm W-foil edge device alone, the 5 cm by 5 cm W-foil preferable.
edge, and the 2.5 cm by 2.5 cm W-foil device usihg The present study was triggered by the following obser-
=32 mm andW=23 mm. We see in Fig. 13 that the MTF vations: First, we had previously implemented an algorithm
from the 2.5 cm by 2.5 cm W-foil edge appears to have &o calculate the MTF for digital mammography applications
slightly smaller LFD(on average 0.7% up to 1 mM. We  with an edge device; however, we sought to definitively
believe that this is due to the nonuniformity of the scatterevaluate the accuracy of our approach and we could not find
intensity across the ROI. images readily available for calibration or intercomparison of

To evaluate the combined effect of the length,of the  our method with other methods. Second, the MTF as calcu-
ROI with nonuniform scatter, we calculated the MTF with lated by several groups from the same set of data gave very
the 10 cm by 10 cm W-foil edge device windowed by the Phdifferent result$’ especially when the edge object was
plate using.=71 mm,W=46 mm and the 2.5 cm by 2.5 cm placed within 4 cm of PMMA to simulate the scatter of a real
W-foil edge device usind.=32 mm, W=23 mm (Fig. 14. compressed breast. Third, the LFD typically observed in the
The MTFs are very similar overall, differing no more than MTFs acquired under clinical conditions is discussed in only
1.4% at frequencies up to 1 mf a small subset of papet&*+%

To evaluate the effect of the edge material, we calculated In the first part of this paper we evaluated the accuracy of
the MTFs from the 5 cm by 5 cm W-foil edge device and theour MTF algorithm and considered the impact of several
5 cm by 5 cm Pb-foil edge device using=71 mm andW  methods which have been cited as having the potential to
=46 mm[Fig. 15a)]. The MTF measured with the Pb foil improve MTF accuracy. We used simulated edge images for
shows a slightly smaller MTF in the low frequency rarffgp ~ which the true MTF was known. These images contained
to 1.3% at 0.33 mmt) [Fig. 15b)]. This degradation may be simulated noise, scatter, and flat-field nonuniformities as ob-
due to fluorescent x rays, as tlheedge of Pb is around served in flat-field images obtained with various commer-
16 keV. cially available full-field digital mammography systems. We
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Fic. 15. Effect of the edge material on MTF. The measured MTFs of the edge device with the 5 cm by 5 cm W foil and the 5 cm by 5 cm Pb foil are shown.
The ROIs to determine the supersampled ESF had ldng#il mm and widthAV/=46 mm. A magnified region demonstrating the LFD is shown on the right.

showed that the MTF derived with our algorithm perfectly a third-order low-pass filter to the MTF. The MTF variability
matches the theoretical MTF up to 1/2 the sampling fre-was reduced with all techniques. But the monotonic criterion
quency for a synthetic edge image without noise, scatter aind the third-order low pass filter resulted in the most accu-
flat-field nonuniformities. The accuracy of the MTFs calcu-rate MTFs. However, we have shown that a Hann window
lated with our algorithm was independent of the exploredand a decaying exponential function may cause systematic
noise levels(50%-200% of the typical clinical dokeA  overestimations of the low frequency components of the
larger noise level in the edge image led only to a largenTF, when applying a Hann window, the magnitude of the
variability of the calculated MTF. error decreases with increasing aperture size of the window.
The variability of the MTF decreased for larger widW, A similar reasoning holds for the position where the expo-
of the ROI with our method. Largew implies averaging nential fit through the LSF tails start; it may be appropriate to
over more supersampled ESFs and gives a smoother megfiony tails which are slowly changing. Care should also be

supersampled ESfStep 4 in Sec. Il A As discussed further  (ayen’" o avoid a discontinuity where the exponential fit
in the following, very large values o may introduce errors oo e 4 this may result in Gibbs ringing.

due to image nonuniformity. The variabilit.y gf the MTF de- Most MTF algorithms presume that the edge image has
cre_ased fo; shorrt]elr:Iength, of the ROI. _Th|s IS be_causl,e theh been flat-fielded prior to processing. This is unachievable
variance of each Fourier component is proportional to the, ., calculating the MTF in clinical conditions as not all

length of the supersampled ESF. As a result, truncating thsetectors can be flat-fieldde.g., CR plates In applying a

tails (i.e., shorterl) is an approach that has been used tOflat-field correction to clinical images, it must not introduce a
reduce the variability of the MTF. However, as mentioned in, . ges,

Refs. 1 and 19 h lengh of e LSF soul be e enaugfl 141 WTE There o 8 e oF betweer e sy o
to accurately estimate the MTF when scatter is present in the In th q t of t{]. d ' f
image. The necessary length of the ESF will depend on the n the second part of TS paper, we made exposures o

amount of scatter in the edge image. In the present study, Weedge test objects with foils of different spatial extent and

simulated an edge image with a MTF that has a large I_Fszomposition. We calculated the MTFs from acquisitions of
This LFD is larger than those which we measured using ah1€S€ €dge objects placed within 4 cm PMMA obtained with
edge object placed within 4 cm PMMA for the 4 FFDM a FFDM system with a notable LFD. To minimize experi-
systems discussed in Ref. @2sults not shown These find- mental err(_)rs, all measurements were performed with th_e
ings indicate that an edge profile bE56.5 mm is sufficient Same physical arrangement. These measurements are a first
for an accurate LED estimation. step in exploring how to accurately perform MTF measure-
Various other methods have been explored to reduce th@ents of digital mammography systems. A summary of our
variability of the MTF>"*1%2As far as we know, there are conclusions is presented here.
no publications that report on the magnitude of the error The size of the W foil, going from a 2.5 cm by 2.5 cm foil
associated with use of noise reduction methods when thé® a foil that covers half the detector, affected the MTF ac-
MTF is calculated from images with a significant amount ofcuracy only slightly. The nonuniformity of the scatter at the
scatter. We considered four different noise reduction techperiphery of the smallest edge device had an influence of less
niques and evaluated their impact on the accuracy of théhan 1% on the LFD. This scatter nonuniformity together
MTF calculated from a simulated edge image containingwith the lengthl, of the supersampled ESF, which was cho-
scatter. The techniques included applying a Hann window tsen to be as long as possible given the small size of the edge,
the LSF, fitting the tails of the LSF to an exponential func-caused an overestimation of the LFD of less than 2%. These
tion, imposing a monotonic criterion to the ESF and applyingsmall errors confirm that small edges in a comprehensive
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