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The modulation transfer functionsMTFd describes the spatial resolution properties of imaging
systems. In this work, the accuracy of our implementation of the edge method for calculating the
presampled MTF was examined. Synthetic edge images with known MTF were used as gold
standards for determining the robustness of the edge method. These images simulated realistic data
from clinical digital mammography systems, and contained intrinsic system factors that could affect
the MTF accuracy, such as noise, scatter, and flat-field nonuniformities. Our algorithm is not
influenced by detector dose variations for MTF accuracy up to 1/2 the sampling frequency. We
investigated several methods for noise reduction, including truncating the supersampled line spread
function sLSFd, windowing the LSF, applying a local exponential fit to the LSF, and applying a
monotonic constraint to the supersampled edge spread function. Only the monotonic constraint did
not introduce a systematic error; the other methods could result in MTF underestimation. Overall,
our edge method consistently computed MTFs which were in good agreement with the true MTF.
The edge method was then applied to images from a commercial storage-phosphor based digital
mammography system. The calculated MTF was affected by the sizessides of 2.5, 5, or 10 cmd and
the compositionslead or tungstend of the edge device. However, the effects on the MTF were
observed only with regard to the low frequency dropsLFDd. Scatter nonuniformity was dependent
on edge size, and could lead to slight underestimation of LFD. Nevertheless, this negative effect
could be minimized by using an edge of 5 cm or larger. An edge composed of lead is susceptible to
L-fluorescence, which causes overestimation of the LFD. The results of this work are intended to
underline the need for clear guidelines if the MTF is to be given a more crucial role in acceptance
tests and routine assessment of digital mammography systems: the MTF algorithm and edge object
test tool need to be publicly validated. ©2005 American Association of Physicists in Medicine.
fDOI: 10.1118/1.1921667g
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I. INTRODUCTION

In a well-designed x-ray imaging system, the properties of
the detector are the prime determinant for the apparent reso-
lution in the radiological images. Spatial resolution is one of
the parameters that is routinely checked during acceptance
procedures and regular quality control measurements of
these systems. Both qualitative and quantitative measure-
ment methods are used. Qualitative methods rely on human
observations. They include the analysis of line-pair test ob-
jects or the determination of visibility thresholds for inserts
of different diameter. The modulation transfer function
sMTFd1,2 is a quantitative and direct metric that describes the
image resolution properties of a system as a function of the
spatial frequency. Automated calculation of the MTF is pos-
sible. Both approaches are being considered in physical and
technical protocols for quality assurance in digital
mammography.3

Clinical image resolution is influenced by so many factors
that it may be indicated to include both the measurement of
the MTF of the detector and the MTF of the complete system
in quality assessment protocols for digital mammography.
For a system in good working condition, the resolution of the
detector has the greatest impact. Other technical determi-
nants include: the focal spot size, the geometry of the sys-
tem, and the scatter. The x-ray scatter in the breast certainly
reduces the intrinsic resolution of the images. Its effect de-
pends, in theory, on the exposure conditions, the compressed
breast thickness, and the composition of the breast.

A straightforward way to allow the calculation of the
MTF under clinical conditions on a routine basis would be to
include an edge test object into a comprehensive test object
for digital mammography systems. As far as we know, there
is not yet an international consensus regarding possible ac-
quisition methods. The International Electrotechnical Com-
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mission sIECd4 has published a standard for the calculation
of the MTF of digital x-ray detectors, excluding digital mam-
mography. Currently, a workgroup of the IEC5 is focusing on
similar methods for MTF calculation of the detector in digi-
tal mammography. The scientific literature about the detector
MTF,6–8 including digital mammography,9–11 is however rap-
idly growing. The literature about MTFs acquired under
clinical conditions is scarce.12–14 The value and the robust-
ness of MTF calculations under clinical conditions remains
to be further validated.

This study is a part of a larger study that aims to describe
a new test object for digital mammography quality control in
routine clinical practice. In comprehensive test objects there
is only limited space available for an edge. In this study, we
first assessed the accuracy of various methods to calculate
the presampled MTF on synthetic images that include noise,
scatter, and flat-field inhomogeneities. We then exposed
edges of different sizes and composition to explore how ac-
curate MTF measurements of digital mammography systems
can be acquired.

II. MATERIAL AND METHODS

A. Basic MTF algorithm

Described in the following is the algorithm used to com-
pute the MTF. This algorithm requires an image of a slightly
tilted edgestypically 1°–3° with respect to the pixel matrixd.
The signal intensities in the image must be linear with detec-
tor dose.

Step 1:A region of interestsROId centered around the
edge is selected. This ROI is defined by a widthW and a
lengthL fFig. 1sadg. W is the total number of rows used for
the determination of the MTF.L is the length of the edge
profiles.

Step 2:Two blocks of rows each consisting of 15 rows are
selected from the edge image; these blocks are selected from
opposite ends of the ROIfFig. 1sbdg. For each row the cen-

tral position of the edge is determined bysad applying a
low-pass filter to the row profile;sbd calculatingVmin, the
average value of the pixels shielded by the edge, andVmax,
the average value of the remaining pixels;scd calculating the
mean pixel value of those pixels which have values lying
between sV/4+Vmind and s3V/4+Vmind where V=Vmax

−Vmin fFig. 1scdg; andsdd determining the edge position cor-
responding to this mean pixel value. For each block the av-
erage of the 15 edge positions is calculated. From these av-
erage edge positions, the edge angle and the corresponding
number of lines to be projected in the supersampling proce-
dure, Nproj=DY/DX, is determined byDY, the distance be-
tween the upper and the lower block, andDX fFig. 1sddg, the
difference of the mean pixel locations.Nproj is rounded to the
nearest integer,N.

Step 3:A supersampled edge spread functionsESFd is
generated by using the pixel values ofN consecutive rows
across the edge: the value of the first pixel in the first row
gives the first data point in the supersampled ESF; the first
pixel in the second row gives the second data point, etc.; and
finally the first pixel in theNth row gives theNth data point.
This procedure is repeated for the other pixels in theN rows:
the value of the first pixel in the second row gives thesN
+1dth data point; the second pixel in the second row the
sN+2dth data point, etc. It is assumed that the sampling dis-
tance in the supersampled ESF is constant and is given by
the pixel spacing divided byN. Slight shifts introduced by
this method are equivalent to the binning process of other
algorithms.

Step 4:Step 3 is repeated for all other nonoverlapping
groups ofN-consecutive rows along the edge, thus producing
a set of individual supersampled ESFs.

Step 5:A mean supersampled ESF is determined by aver-
aging the individual ESFs; the edge location of each super-
sampled ESF is estimated by means of linear regression us-
ing the ESF data lying between 30% and 70% on the edge
transition. The individual supersampled ESFs are laterally
shifted such that individual edge positions agree, and finally
the supersampled ESFs are averaged.

Step 6:The line spread functionsLSFd is calculated by
finite-element differentiation of the ESF using a convolution
filter with a f−1 1g kernel.

Step 7:The modulus of the Fourier transform of the LSF
is calculated, the result is normalized to its zero frequency
value fMTFs0d=1g.

Step 8:The frequency axis is corrected for the sampling
scaling error caused by the slanted edgesthe frequency axis
is scaled by a factor of 1/cosud.

Step 9:A third-order low-pass filter is applied to the MTF,
starting from the 13th point at which the MTF was estimated,
to reduce the noise content. To avoid distortion of the MTF,
the filter is applied twice. A copy of the raw MTF data is
made. On one array the algorithm is applied from point 13 to
the end. On the second array the algorithm is applied in
reverse from the last point to point 13. The average of the
two filtered MTF curves is calculated.

Step 10:A second normalization is performed to reduce

FIG. 1. sad Geometry of the region of interestsROId for the determination of
the MTF; sbd selection of two blocks of 15 lines from opposite ends of the
ROI as a first step to calculate the edge angle;scd graph to determine the
central position of each row;sdd outline to calculate the edge angle and
number of rows to be projected.
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the apparent noise in the MTF. The best line through the first
7 points is calculated by using linear regression. The MTF
curve is normalized again using they-axis intercept of the
linear regression.

B. Image simulations

Images were simulated inMATLAB sversion 5.3.0, Math-
works, Natick, MAd. The images were 1 K by 1 K, 16 bit,
with 100 mm pixels. They were simulated with features ob-
served in images acquired with four FFDM systems, includ-
ing two flat-panel detectors and two storage-phosphor com-
puted radiographysCRd systems. The flat-panel systems
included a Senographe 2000DsGE, Milwaukee, WId with
100 mm pixels and an Embrace DM1000sAgfa, Mortsel,
Belgiumd with 70 mm pixels. The first CR system was a FCR
5000 MA sFuji Medical Systems, Tokyo, Japand. HR-BD
platessFuji Medical Systems, Tokyo, Japand were exposed
with a Mammomat 3000sSiemens, Erlangen, Germanyd and
processed with a FCR PROFECT CS dual-sided reader with
50 mm pixels sFuji Medical Systems, Tokyo, Japand. The
second CR system consisted of a prototype storage-phosphor
plate, Embrace 1.0sAgfa, Mortsel, Belgiumd, exposed with a
M-IV Platinum sLorad, Danbury, CTd and processed with a
Compact Plus single-sided reader with 100mm pixelssAgfa,
Mortsel, Belgiumd.

1. Simulation of the edge

We first simulated a basic digital edge image, EDGEB.
EDGEB represents the image of an edge object acquired
without scatter or quantum noise by a detector which does
not introduce any noise or blurring. The theoretical pre-
sampled MTF of EDGEB is a sinc, fully determined by the
pixel size of the detector elements. For this example, we
presume a pixel with widthw and heighth, both equal to
100 mm. EDGEB was simulated line-by-line using a normal-
ized edge profile ESFBsxd, wherex is the displacement of the
edge from the center of the detector element. An angleu
=2° to the matrix array5 was simulated by shifting the edge
profiles in each adjacent line byDx=w tanu. The signal in-
tensity in each pixel is proportional to the area covered by
the edge object. Five regions were used to distinguish the
edge object position relative to the pixel matrixsFig. 2d.

For x,x1 the pixel is completely covered by the edge
object. So:

ESFBsxd = 0. s1d

For x1,x,x2, a triangular region of the pixel is progres-
sively uncovered. The region grows quadratically withx:

ESFBsxd =
sx − x1d2

sx2 − x1d2s0.5 tanud. s2d

For x2,x,x3 a trapezoidal region of the pixel is progres-
sively uncovered:

ESFBsxd = 0.5 tanu +
x − x2

x3 − x2
s1 − tanud. s3d

For x3,x,x4 another triangular region of the pixel is pro-
gressively uncoveredsbasically the same as the first one, but
in reversed:

ESFBsxd = 1 −
sx − x4d2

sx3 − x4d2s0.5 tanud. s4d

For x.x4 the full pixel is uncovered:

ESFBsxd = 1. s5d

From the geometry depicted in Fig. 2, we find:

x1 = 0.5s− h − w tanud, s6d

x2 = 0.5s− h + w tanud, s7d

x3 = 0.5sh − w tanud, s8d

x4 = 0.5sh + w tanud. s9d

The supersampled LSF calculated from the supersampled
ESF described in Eqs.s1d–s5d is not a simple rectangular
function. Instead it ramps up betweenx1 andx2, then is con-
stant betweenx2 andx3, and finally ramps down betweenx3

and x4. This is the convolution of a rectangular function of
lengthh with a rectangular function with lengthx2−x1.

The height of the edge transition is derived from the x-ray
transmission of a 30mm-thick Pbs99.9% purityd edge on top
of 40 mm PMMA exposed with 28 kVp, Mo/Mos25 mm
filterd. We measured an x-ray transmissions8d of 10.5%. The
signal intensities in EDGEB were then scaled to the final
signal intensities.

FIG. 2. The positionx of the edge is measured along one axis from the
center of a pixel. The ESF for EDGEB can be expressed piecewise as a
polynomial in each of the fivex intervals shownsdotted linesd. The edge
angleu is exaggerated here for clarity.
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2. Noise

Real images always include noise both of quantum origin
and from the detector. We corrupted the basic image,
EDGEB, with noise to yield the image EDGEBN

. We gener-
ated colored noise NCsx,yd characterized by a rotationally
symmetric normalized noise power spectra NNPSCsu,vd
with shape similar to the horizontal NNPS of the Agfa Em-
brace 1.0 CR plate. The assumption of rotational symmetry
is a simplification; however, the response of the CR plates
does not differ dramatically for other directions. The noise
NCsx,yd was simulated based on the method described by
Bochud15 as

NCsx,yd = realsF2
−1hÎNNPSCsu,vd ·eiFWsu,vdjd, s10d

whereF2
−1 is the two-dimensional inverse Fourier transform

and FWsu,vd is the randomly distributed phasesFW

P f−p ,pgd of a Gausian white noise spectrum.
We simulated different noise levels for the part of the

image containing the edge, the part without the edge, and the
transition zone. We assumed that NNPCCsu,vd has the same
shape independent of dose, which shows close agreement
with reality for the examined dose range. A linear relation-
ship exists between the variance of the noise in the image
space and the level of the NNPSCsu,vd. In addition, the re-
lationship between the average signal intensitysId and noise
variance,s2sId, was determined experimentally from linear-
ized images of the Agfa Embrace 1.0 CR systemsFig. 3d. To
do so, we exposed 40 mm of PMMA on top of the bucky at
28 kVp and various exposure levels.

The noise in the edge image, EDGEB, was then simulated
using NCnormsx,yd,

NCnormsx,yd = a NCsx,yd − b, s11d

wherea andb were chosen so that NCnormsx,yd had a mean
of 0 and a variance of 1. Thus:

EDGEBN
sx,yd = NCnormsx,yd · ssId + EDGEBsx,yd. s12d

We simulated EDGEBN
with detector doses of 1.8 mR

s,SNR=17.1 dBd, 5.6 mR s,SNR=19 dBd, 11.7 mR
s,SNR=19.8 dBd in the plane of the detector that would be

acquired when exposing 40 mm PMMA at 28 kVp with
Mo/Mo without the edge test object.

We ignored fixed pattern noise. We assumed that for the
purpose of these simulations, the incorporation of this noise
source would not have an apparent effect on the complete
noise pattern.

3. Scatter

X-ray scatter, beam hardening, K-fluorescence, reabsorp-
tion in the detector, and scattering of light photons are pos-
sible causes of a low frequency dropsLFDd in MTF
measurements.14 Shenet al.14 found a LFD to be larger when
adding more scattering material to the x-ray field. Roggeet
al.13 observed the same phenomena.

For our simulations, we measured the MTFsfd of an edge
centered within 60 mm PMMA and exposed with the GE
flat-panel at 28 kVp, Mo/Mo. This MTF shows a large LFD
s0.77 at 0.5 mm−1d. We evaluated a model, MTFLFDsfd, com-
bining two Lorentzian functions at all spatial frequenciesf,
as this has previously shown to fit experimental
measurements:11,13,16

FIG. 4. Demonstration of flat-field nonuniformities. The relative signal intensitiessad along the central axis perpendicular to the chest wall side andsbd parallel
to and 6 cm from the chest wall side are shown for 4 FFDM systems. All measurements are for exposures at 28 kVp with Mo/Mo and 40 mm PMMA.

FIG. 3. Relationship between average signal intensity and noise variance in
images acquired with a prototype Agfa CR plate with 100mm pixels. The
images of 40 mm PMMA were exposed at 28 kVp, Mo/Mo at different
exposure settings.
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MTFLFDsfd =
a

1 +S f

b
D2 +

1 − a

1 +S f

c
D2 , s13d

where a, b, and c are parameters withaP f0,1g, b
.0 smm−1d and c.0 smm−1d. The parameters were deter-
mined by minimizing the sum of the squared differences be-
tween the model and the measured data. We founda
=0.224,b=0.045 mm−1, andc=3.807 mm−1.

An edge image EDGELFD with the above-noted MTFLFD

was simulated. EDGELFD was filled line-by-line using the
edge profile ESFLFDsxd:

EDGELFDsxd = as2 − e2pbxd + s1 − ads2 − e2pcxd for x , 0,

EDGELFDsxd = ae−2pbx + s1 − ade−2pcx for x . 0. s14d

To simulate an edge with an edge angle ofu=2° with respect
to the pixel matrix, the adjacent lines were shifted withDx
=w tanu.

Next, noise was added to EDGELFD as explained in Sec.
II B 2, which then results in EDGELFDN

. We simulated
EDGELFDN

corresponding to a detector dose of 5.6 mR.

4. Flat-field inhomogeneities

Several effects contribute to radiation field nonuniformi-
ties: the heel effect along the anode–cathode axis, the inverse
square law, and differential photon-path lengths through vari-
ous attenuating mediasthe Be window of the x-ray tube, the
added filtration, the mirror, and the compression paddled.17

The angle of incidence in detector elements may also play a
role. The most apparent nonuniformity is the heel effect
along the anode–cathode axis. The images of a DR system
are usually flat-field corrected whereas images of current CR
systems are not. To simulate flat-field nonuniformities, we
measured the signal intensities as a function of position in
the four FFDM systems. The systems were exposed at
28 kVp and Mo/Mo with 40 mm PMMA on top of the
bucky. Figure 4sad plots the relative signal intensity along the
central axis, perpendicular to the chest wall side. Figure 4sbd
shows the relative signal intensity parallel to the chest wall
side of the detectors, 6 cm from the chest wall.

We decided to model flat-field inhomogeneities as ob-
served in images from the Fuji CR system. We fitted a
fourth-order polynomial through the profile parallel to the
anode–cathode axis and a second-order polynomial through
the profile perpendicular to the anode–cathode axis. Two im-
ages were made to separately show the influence of the ver-
tical and horizontal nonuniformities: EDGELFDV

and
EDGELFDH

where “V” represents the nonuniformity perpen-
dicular to the anode–cathode axis and “H” represent the non-
uniformity along the anode–cathode axis. Noise was then
inserted as described earlier. This resulted in EDGELFDNV

and

EDGELFDNH
. We simulated a detector dose of 5.6 mR.

C. Application of the MTF tools in real images

In reality, edge objects necessarily have a finite size. As x
rays propagate through a phantom composed of an edge ob-
ject placed within PMMA, the distribution of the scattered x
rays will be different in the open field of the PMMA, in the
open PMMA field near the edge, under the edge object near
the edge, and in the center of the edge object. The spatial
distribution of the scatter also depends on the edge object
material. An individual edge profile is influenced by the dis-
tance between the position of the profile and the other bor-
ders of the test object. The accuracy of the MTF may be
degraded if the region for the calculation of the super-
sampled ESF is affected by scatter from the borders. Experi-
ments with edge objects of different sizes were performed to
verify the accuracy of MTF calculations fromspotentially
smalld edge test objects inserted in a comprehensive phantom
for quality control in digital mammography. Measurements

FIG. 5. Edge device placement.sad W foil used in the MTF experiments.
The lines show how the 10 cm310 cm W foil was cut into squares with
sides of 5 and 2.5 cm.sbd, scd, sdd, andsed Top view of acquisition geometry
of the five edge devices:sbd 10 cm310 cm W foil with a Pb frame;scd
10 cm310 cm W foil; sdd 5 cm35 cm W foil and 5 cm35 cm Pb foil;sed
2.5 cm32.5 cm W foil. The 2° angle is exaggerated for clarity.
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with edge objects of different composition were performed to
explore the influence of the composition on MTF measure-
ments.

Five edge test devices were evaluated. Four of the five
edges consisted of a 127-mm-thick, 99.9% pure W foil
sSigma-Aldrich, Germanyd laminated between two
1-mm-thick PMMA slabs. The PMMA slabs covered the en-
tire field of the detector surface. The first edge device con-
sisted of a 10 cm by 10 cm W foil windowed by a
200-mm-thick Pb plate which were laminated between two
1-mm-thick PMMA slabs. The Pb plate covered the entire
length of the detector and was suitable to prevent scatter at
the sides of the W foil. The second edge device consisted of
a W foil without a Pb window. For the third and fourth edge
devices, the W foil was cut first to a square with 5 cm sides

and then to a square with 2.5 cm sides. The W foil was cut so
that the same part of the knife edge was always used for the
determination of the MTFfFig. 5sadg. The acquisition geom-
etries are schematically illustrated in Figs. 5sbd–5sed. The W
foils were aligned to the central anode–cathode axis. The
knife edges all intersected the x-ray field at 7 cm from the
thorax side. The angle of the knife edge with respect to the
pixel matrix was approximately 2°. The fifth edge consisted
of a 30-mm-thick, 99.9% pure square Pb foil with sides of
5 cm sHüttner Röntgenteste, Germanyd which was also lami-
nated between two 1-mm-thick PMMA slabs that covered
the entire field of the detector. The same geometric setup was
used as for the other four edge objects. During image acqui-
sition, the five edge devices were each placed within two
additional 20 mm PMMA slabs.

FIG. 6. sad andsbd demonstrate the su-
persampled ESFB and MTF stheoreti-
cal and calculatedd from an edge ob-
ject acquired with a noiseless and
spatially uniform detector.scd and sdd
The influence of detector noise.scd A
normalized supersampled ESFBN

at
5.6 mR. The difference between the
theoretical MTF and the calculated
MTF is shown insdd.

FIG. 7. Effect of lengthL, of the su-
persampled ESFBN

on MTF accuracy
is shown insad andsbd. Effect ofW on
MTF accuracy is shown inscd. The
difference between the theoretical
MTF and calculated MTF is shown.
Smaller L and largerW reduce the
noise content of the MTF.
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Images of the edge test devices were acquired using
28 kVp, Mo/Mo with the Agfa CR system at a detector dose
of approximately 5.6 mR. These image data are square-root
compressed.18 Therefore, we squared the image data to get
signal intensities in the images that are linearly related with
dose. The images were flat-fielded using a correction tem-
plate derived from a flat-field image acquired under the same
experimental conditions as the edge test device images. The
Fourier transform of this flat-field image was high-pass fil-
tered. The inverse Fourier transform produced the template
for correcting the nonuniform edge image. MTFs were cal-
culated with the method described in Sec. II A. The MTF
calculated from the image of the W foil fixed in the Pb plate
was taken as a reference. The spatial scatter distribution re-
ceived throughout the whole edge object will be theoretically
constant, with the exception of the region adjacent to the
knife edge. The MTFs calculated from the images of the
smaller W foils were compared with this reference MTF. The
MTF calculated from the image of the Pb-edge device was
also compared with the reference MTF.

III. RESULTS

A. Validation of the MTF tool on simulated data

Figure 6sad shows the normalized supersampled ESF ob-
tained by applying the MTF algorithm on the image EDGEB.
The supersampled ESF was derived from a ROI withL
=56.5 mm andW=156.5 mm. Figure 6sbd shows the corre-
sponding theoretical MTF and the MTF calculated with our
method. There is very good agreement between theory and
our calculations as shown by the residual. The maximum
absolute difference up to 5 mm−1 is only 0.06%.

Next, we evaluated the supersampled ESFs as derived
from images with different noise levels: EDGEBN

. As de-
scribed in Sec. II B 2, images were simulated for detector
doses of 1.8, 5.6, and 11.7 mR. The ESFs were derived from
ROIs withL=56.5 mm and widthW=156.6 mm. Figure 6scd
is an example of a supersampled ESF at 5.6 mR detector
dose. Figure 6sdd shows the difference between the true MTF
and the MTFs calculated for the three simulated images with
different dose levels. The MTFs are proportionally affected
by noise; the influence of the noise is more notable at lower
doses. Note that for the first 13 points of the MTFsin this
instance below 0.5 mm−1d, the noise in the calculated MTF is

larger, as the low pass filtersstep 9 in Sec. II Ad is not ap-
plied to these points. The MTF is also noisier at higher spa-
tial frequencies. The absolute difference between the theoret-
ical and the calculated MTFs are smaller than 3% and no
appreciable bias is observed. We believe that this can be
explained by the fact that we applieduFhkESFilju rather than
kuFhESFijul. The angular bracketsk¯l express average val-
ues.

The magnitude of the noise depends on the lengthL of the
ESF and on the number of nonoverlapping groups that are
averaged, which is determined byW. Figures 7sad and 7sbd
show the MTFs determined from EDGEBN

scorresponding to
a detector dose of 5.6 mRd using different lengthsL of the
ESF of 14.1, 28.2, 56.5, and 113 mm.W was kept constant
and equals 156.5 mm. It has been reported that truncation of
the tails can reduce the noise content of the MTF,19 an effect
that is also seen here. Figure 7scd shows the MTF determined
from EDGEBN

scorresponding to a detector dose of 5.6 mRd
using different widthsW of the ESF: 17.4, 39.2, and
78.3 mm.L was kept constant and equals 56.5 mm. In our
algorithm, the use of largerW results in averaging over more
supersampled ESFs, which has the same effect as measuring
the MTF at a higher exposure level and thus reduces the
noise.

The remaining calculations are performed on simulated
edge images corresponding to a 5.6 mR detector dose, as this

FIG. 8. sad Example of a normalized
supersampled ESFLFDN

computed from
EDGELFDN

, a simulated edge cor-
rupted by noise and scatter.sbd The
theoretical MTF from EDGELFDN

.

FIG. 9. Effect of the length,L, of the supersampled ESFLFDN
on MTF accu-

racy. The widthW of the ROI was kept constant and equals 156.5 mm. The
differences between the theoretical MTF and calculated MTFs determined
from EDGELFDN

, a simulated edge corrupted by noise and scatter, are
shown.
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dose corresponds to a typical clinical exposure. We analyzed
the effect of scattered x rays on the MTF calculation. The
tails of the supersampled ESF are greatly affected by the
scatter component. Figure 8 shows the supersampled ESF
and corresponding theoretical MTF of an image with simu-
lated scatter and noise, EDGELFDN

. The supersampled
ESFLFDN

was derived from a ROI withL=56.5 mm andW
=156.5 mm. Figure 9 illustrates the MTFs computed from
ESFLFDN

with three different lengthsL: 14.1, 28.2, and
56.5 mm. The widthW of the ROI to determine ESFLFDN

was
set equal to 156.5 mm. The difference between the theoreti-
cal and the computed MTF is greater at low frequencies and
for smaller values ofL. A 56.5-mm-long supersampled
ESFLFDN

seems an appropriate choice, because the maximum
absolute difference below 1 mm−1 is only 0.4%.

The discontinuity at the ends of the tails of a super-
sampled LSF may introduce the Gibbs effect in the MTFsnot

seen in the above-noted examplesd. This behavior is most
pronounced when the discontinuity is large. Applying a win-
dow function removes the discontinuity at the ends of the
supersampled LSF and reduces the Gibbs effect. Moreover,
use of a window reduces the noise content in the MTF. For
these two reasons some MTF calculation procedures apply a
window function.7,9 However, the improvement comes at a
cost: reduced accuracy of the MTF. As an example, we use a
Hann window. Figure 10sad illustrates LSFLFDN

with and
without the window. Figure 10sbd plots the difference be-
tween the theoretical MTF and the computed MTFs with and
without applying a Hann window. This calculation was per-
formed without the low-pass filtersstep 9 in Sec. II Ad. Fig-
ure 10sbd also demonstrates the difference between the the-
oretical MTF and the computed MTFs as calculated with our
method, i.e., with the low-pass filter. The noise reduction
obtained by applying the Hann window is similar to that

FIG. 10. Effect of noise reduction methods on MTF accuracy.sad, scd, andsed Supersampled LSFLFDN
sUnfilteredd computed from a simulated edge corrupted

by noise and scatter.sad The LSFLFDN
after applying a Hann window with length equal to the distance between the end points of LSFLFDN

. scd The LSFLFDN
after truncating the tails at ±3.5 mm and applying exponential extrapolation from ±3.5 toward ±28.25 mm.sed The LSFLFDN

after having applied a monotonic
criterion to the supersampled ESFLFDN

. sbd, sdd, andsfd Differences between the theoretical MTF and computed MTF from EDGELFDN
for the three methods.

The curve “Low-pass” illustrates the influence including the low-pass filter. The low-pass filter was not used for the curves labeled “Hann,” “Exponential,”
“Monotonic,” and “Unfiltered.”
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which we get when applying the low-pass filtersstep 9d to
the MTF. However, the use of the Hann window introduces a
systematic overestimation of the MTF. In the present ex-
ample, the maximum absolute difference is 1.6% at
0.05 mm−1. The maximum absolute difference is greater
when a window with a smaller aperture is appliedsnot
shown hered.

Other techniques6,9,19,20are also frequently used to reduce
the noise content in MTF calculations. We restrict ourselves
to two methods. One possible approach that can be used is to
fit the tails of the LSF to a model.19 As an example, we
exponentially extrapolate the truncated tails of the 56.5 mm
supersampled ESF calculated from EDGELFDN

fFig. 10scdg.
Figure 10sdd shows the difference between the theoretical
MTF and the measured MTF with and without exponential
extrapolation. We show the difference calculated with and
without the low pass filtersstep 9 in Sec. II Ad. For frequen-
cies.2 mm−1, the noise reduction by applying the exponen-
tial extrapolation is similar to the reduction we get when we
apply the low-pass filtersstep 9 under Sec. II Ad. The LFD is
underestimated: 6.3% at 0.3 mm−1. Notable Gibbs ringing is
introduced because of the discontinuity between the mea-
sured and the fitted model.

A second possible method to reduce MTF noise is based
upon imposing the constraint that the supersampled ESF is
monotonic.9 The supersampled ESF calculated from
EDGELFDN

is shown in Fig. 10sed. Figure 10sfd shows the
difference between the theoretical MTF and the measured
MTF. The LFD is not overestimated and the noise content is
reduced.

Differences in MTF accuracy were also investigated as a
function of position in the detector field. We applied our
MTF algorithm to edge images with flat-field inhomogene-
ities, EDGELFDNH

and EDGELFDNV
, as described earlier. The

EDGELFDNH
was simulated for three different edge positions:

at 4, 6, and 8 cm from the thorax side. Figure 11 is a plot of
the difference between the true MTF and the calculated
MTFs from edge images with flat-field nonuniformities.
They were calculated from supersampled ESFs with width
W=156 mm and lengthL=56.5 mm. The inhomogeneity of
the x-ray beam in the anode–cathode direction results in an
overestimation of the MTF. This effect is greatest ats4.5% at
0.02 mm−1d 8 cm from the thorax sidefFig. 11sadg. Only a
minor increases0.4%d is noted for the effect parallel with the
thorax sidefFig. 11sbdg.

FIG. 12. sad Effect on estimated MTF due to the length,L, of the super-sampled ESF,sbd width, W. The edge device consisted of a 10 cm by 10 cm W foil
windowed by a Pb plate.

FIG. 11. Effect of flat-field nonuniformities, as measured in images of the Fuji CR system, on MTF accuracy. The differences between the theoretical MTF
and calculated MTFs determined from EDGELFDNH

, a simulated edge corrupted by noise and scatter, are shown.sad The effect of nonuniformity in anode–

cathode direction at various distances from the chest wallsbd parallel to the chest wall.
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B. Application of the MTF tool in real images

To evaluate the effect of the length,L, of the ROI, we
calculated the MTF from the 10 cm by 10 cm W-foil edge
device windowed by the Pb plate withL=23 mm andL
=71 mm, andW=32 mm. Overall, the two MTFs are very
similar. The imaging system demonstrates a notable LFD.
Figure 12sad shows the effect on the LFD. In the case of the
longer supersampled ESF, the LFD is slightly greaterson
average 0.7% up to 1 mm−1d.

To evaluate the effect of the width,W, of the ROI of the
supersampled ESF, we calculated the MTF from the 10 cm
by 10 cm W-foil edge device windowed by the Pb plate with
W=23 mm andW=46 mm, andL=71 mmfFig. 12sbdg. No
systematic difference is observed over the whole frequency
range.

To evaluate the effect of scatter nonuniformity over the
ROI, we calculated the MTF from the 10 cm by 10 cm
W-foil edge device windowed by the Pb plate, the 10 cm by
10 cm W-foil edge device alone, the 5 cm by 5 cm W-foil
edge, and the 2.5 cm by 2.5 cm W-foil device usingL
=32 mm andW=23 mm. We see in Fig. 13 that the MTF
from the 2.5 cm by 2.5 cm W-foil edge appears to have a
slightly smaller LFDson average 0.7% up to 1 mm−1d. We
believe that this is due to the nonuniformity of the scatter
intensity across the ROI.

To evaluate the combined effect of the length,L, of the
ROI with nonuniform scatter, we calculated the MTF with
the 10 cm by 10 cm W-foil edge device windowed by the Pb
plate usingL=71 mm,W=46 mm and the 2.5 cm by 2.5 cm
W-foil edge device usingL=32 mm, W=23 mm sFig. 14d.
The MTFs are very similar overall, differing no more than
1.4% at frequencies up to 1 mm−1.

To evaluate the effect of the edge material, we calculated
the MTFs from the 5 cm by 5 cm W-foil edge device and the
5 cm by 5 cm Pb-foil edge device usingL=71 mm andW
=46 mm fFig. 15sadg. The MTF measured with the Pb foil
shows a slightly smaller MTF in the low frequency rangesup
to 1.3% at 0.33 mm−1d fFig. 15sbdg. This degradation may be
due to fluorescent x rays, as theL-edge of Pb is around
16 keV.

IV. DISCUSSION AND CONCLUSIONS

In this study, we explored the accuracy of a supersampled
edge MTF measurement method for frequencies up to 1/2
the sampling frequency. We claim that this method is the
only practical method for which a sufficiently accurate MTF
can be produced from a single exposure of a comprehensive
phantom using clinical parametersse.g., spectrum and dosed.
An alternative is the slit method,8 but this requires large
x-ray exposures which are often obtained by applying mul-
tiple exposures. High quality slit images are very difficult to
obtain with flat-panel detectors due to these dose require-
ments. Theoretical analysis also showed that the SNR,19 de-
fined as the ratio of the MTF value to the standard deviation
in an ensemble of MTF determinations from independent
measurements, is highest at low frequencies for the edge
method and highest at high frequencies for the slit method.
As we are interested in an accurate measurement of the low
frequency components, the use of the edge method seems
preferable.

The present study was triggered by the following obser-
vations: First, we had previously implemented an algorithm
to calculate the MTF for digital mammography applications
with an edge device; however, we sought to definitively
evaluate the accuracy of our approach and we could not find
images readily available for calibration or intercomparison of
our method with other methods. Second, the MTF as calcu-
lated by several groups from the same set of data gave very
different results,21 especially when the edge object was
placed within 4 cm of PMMA to simulate the scatter of a real
compressed breast. Third, the LFD typically observed in the
MTFs acquired under clinical conditions is discussed in only
a small subset of papers.12–14,21

In the first part of this paper we evaluated the accuracy of
our MTF algorithm and considered the impact of several
methods which have been cited as having the potential to
improve MTF accuracy. We used simulated edge images for
which the true MTF was known. These images contained
simulated noise, scatter, and flat-field nonuniformities as ob-
served in flat-field images obtained with various commer-
cially available full-field digital mammography systems. We

FIG. 14. Combined effect of the length,L, of the supersampled ESF and
nonuniform scatter on MTF. The measured MTFs of the edge device con-
sisting of the 10 cm by 10 cm W foil with Pb windows“Half” d sROI: L
=71 mm,W=46 mmd and the 2.5 cm by 2.5 cm W foilsROI: L=32 mm,
W=46 mmd are shown. Zoom shows the LFD.

FIG. 13. Effect of scatter nonuniformity on the MTF. MTFs are shown from
edge devices with different spatial extent: the 10 cm by 10 cm W foil with
Pb frameshalfd, the 10 cm by 10 cm W foil without Pb frame, the 5 cm by
5 cm W foil, the 2.5 cm by 2.5 cm W foil. The ROIs to determine the
supersampled ESF had lengthL=32 mm and widthW=23 mm.
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showed that the MTF derived with our algorithm perfectly
matches the theoretical MTF up to 1/2 the sampling fre-
quency for a synthetic edge image without noise, scatter or
flat-field nonuniformities. The accuracy of the MTFs calcu-
lated with our algorithm was independent of the explored
noise levelss50%–200% of the typical clinical dosed. A
larger noise level in the edge image led only to a larger
variability of the calculated MTF.

The variability of the MTF decreased for larger width,W,
of the ROI with our method. LargerW implies averaging
over more supersampled ESFs and gives a smoother mean
supersampled ESFsstep 4 in Sec. II Ad. As discussed further
in the following, very large values ofW may introduce errors
due to image nonuniformity. The variability of the MTF de-
creased for shorter length,L, of the ROI. This is because the
variance of each Fourier component is proportional to the
length of the supersampled ESF. As a result, truncating the
tails si.e., shorterLd is an approach that has been used to
reduce the variability of the MTF. However, as mentioned in
Refs. 1 and 19 the length of the LSF should be large enough
to accurately estimate the MTF when scatter is present in the
image. The necessary length of the ESF will depend on the
amount of scatter in the edge image. In the present study, we
simulated an edge image with a MTF that has a large LFD.
This LFD is larger than those which we measured using an
edge object placed within 4 cm PMMA for the 4 FFDM
systems discussed in Ref. 22sresults not shownd. These find-
ings indicate that an edge profile ofL=56.5 mm is sufficient
for an accurate LFD estimation.

Various other methods have been explored to reduce the
variability of the MTF.6,7,9,19,20As far as we know, there are
no publications that report on the magnitude of the error
associated with use of noise reduction methods when the
MTF is calculated from images with a significant amount of
scatter. We considered four different noise reduction tech-
niques and evaluated their impact on the accuracy of the
MTF calculated from a simulated edge image containing
scatter. The techniques included applying a Hann window to
the LSF, fitting the tails of the LSF to an exponential func-
tion, imposing a monotonic criterion to the ESF and applying

a third-order low-pass filter to the MTF. The MTF variability
was reduced with all techniques. But the monotonic criterion
and the third-order low pass filter resulted in the most accu-
rate MTFs. However, we have shown that a Hann window
and a decaying exponential function may cause systematic
overestimations of the low frequency components of the
MTF. When applying a Hann window, the magnitude of the
error decreases with increasing aperture size of the window.
A similar reasoning holds for the position where the expo-
nential fit through the LSF tails start; it may be appropriate to
fit only tails which are slowly changing. Care should also be
taken to avoid a discontinuity where the exponential fit
starts, as this may result in Gibbs ringing.

Most MTF algorithms presume that the edge image has
been flat-fielded prior to processing. This is unachievable
when calculating the MTF in clinical conditions as not all
detectors can be flat-fieldedse.g., CR platesd. In applying a
flat-field correction to clinical images, it must not introduce a
bias in the MTF. There is a trade-off between the accuracy of
the LFD and the sensitivity to flat-field nonuniformities.

In the second part of this paper, we made exposures of
edge test objects with foils of different spatial extent and
composition. We calculated the MTFs from acquisitions of
these edge objects placed within 4 cm PMMA obtained with
a FFDM system with a notable LFD. To minimize experi-
mental errors, all measurements were performed with the
same physical arrangement. These measurements are a first
step in exploring how to accurately perform MTF measure-
ments of digital mammography systems. A summary of our
conclusions is presented here.

The size of the W foil, going from a 2.5 cm by 2.5 cm foil
to a foil that covers half the detector, affected the MTF ac-
curacy only slightly. The nonuniformity of the scatter at the
periphery of the smallest edge device had an influence of less
than 1% on the LFD. This scatter nonuniformity together
with the length,L, of the supersampled ESF, which was cho-
sen to be as long as possible given the small size of the edge,
caused an overestimation of the LFD of less than 2%. These
small errors confirm that small edges in a comprehensive

FIG. 15. Effect of the edge material on MTF. The measured MTFs of the edge device with the 5 cm by 5 cm W foil and the 5 cm by 5 cm Pb foil are shown.
The ROIs to determine the supersampled ESF had lengthL=71 mm and widthW=46 mm. A magnified region demonstrating the LFD is shown on the right.
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phantom are well suited for routine clinical applications as
part of a quality control program, where reproducibility is
especially important.

In the case where an accurate system MTF is desired, we
therefore recommend the use of an edge of at least 5 cm by
5 cm, as this provides a better estimate of the LFD, but with
the caveat that nonuniformities should be small and well
understood.

The MTFs obtained from a nontransparentsWd and a par-
tially transparentsPbd edge were slightly different. The MTF
of the Pb edge was up to 2% smaller in the low frequency
range, an effect that can be understood by the L-fluoresence
in Pb that introduces another contribution to the LFD. But,
this difference may also partly be ascribed to defects in the
edge, an effect that is difficult to verify.

There are many other factors that affect the accuracy of
the MTF. We shall only mention one that we found to be
important experimentally. The accuracy of the measurements
may be affected if the edge foils do not have a uniform
thickness. This causes the fraction of transmitted x rays
through the edge foil to be spatially dependent. Thickness
variations will cause larger inaccuracies in images of thin
foils than in images of thicker foils.

In conclusion, our results underline the need for clear
guidelines if the MTF is to be given a more crucial role in
the acceptance of digital mammography systems. Specifi-
cally, the MTF algorithm and edge object test tool need to be
publically validated.
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