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1. Introduction

Octrees (e.g., [1–3]), a 3D spatial indexing technique, have successfully been used in various applications in imaging and
computer graphics. For example, octrees are utilized for efficient data representation in fast interactive rendering of isosur-
faces [4], rendering of medical data [5,6], 3D surface-based thinning algorithms [7] and compression of complex isosurfaces
[8]. Recent parallel applications of octrees include [9,10].

The need for preclinical validation and optimization of medical imaging systems or image analysis methods has recently
led to the development of a recursive partitioning based simulation technique (e.g., [10–15]). In this technique, an organ of
interest is specified using a system of scalar fields in 3D space. Various anatomic constituents of the organ (compartments,
septal regions separating compartments, skin, etc.) are modeled by indexing voxels or groups of voxels using octrees. The
recursive partitioning stops when the linear dimension of a cubic subdomain is equal to the prespecified size or when the
cubic subdomain contains material of a single type.

The use of octree-based recursive partitioning in breasts simulation has led to a number of significant accomplishments.
The GPU implementation allows for near real-time modeling of the breast; software phantoms are generated at a rate of 7
breasts/minute using a voxel resolution of 50 micrometers [10]. In addition, the method makes it possible to simulate the
breast, in whole or in part, at the cellular level [11]. Use of the accelerated simulation at high spatial-resolution provides
an avenue for realistically modeling of breast microstructures [16,17]. These accomplishments enable the simulation of clin-
ical trials on a per patient basis. These virtual clinical trials have become a feasible option for conducting preclinical testing of
novel breast imaging systems [18]. The successes arising from simulation of the breast anatomy support the extension of
octree-based recursive partitioning to the simulation of other septated tissues (e.g., cortical bone, lung parenchyma), as well
u (A.D.A.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.amc.2014.11.111&domain=pdf
http://dx.doi.org/10.1016/j.amc.2014.11.111
mailto:dexterofnis@gmail.com
mailto:Predrag.Bakic@uphs.upenn.edu
mailto:Andrew.Maidment@uphs.upenn.edu
mailto:dpokrajac@desu.edu
http://dx.doi.org/10.1016/j.amc.2014.11.111
http://www.sciencedirect.com/science/journal/00963003
http://www.elsevier.com/locate/amc


Notation

B lattice (coordinate) box
K number of partition functions
L octree depth
/i functions that partition box Bð0Þ (shape functions)
Bð0Þ initial cubic box
BðlÞ set of initial cubic box subdivisions with side length DðlÞ

Bkl cell of a 2D lattice; projection of B onto xy plane
BðlÞ set of all boxes BðlÞ

dimbðXÞ box-counting dimension of bounded set X
g node of the octree
g:U set of shape functions associated with node g
g:B cubic subdomain associated with node g
Dð0Þ side length of Bð0Þ

DðlÞ Dð0Þ=2l – side length of BðlÞ

Uð0Þ set of shape functions
Z3D;Z2D 3D and 2D coordinate lattice with unit size D
pL total number of octree nodes up to level L
ul number of nodes at level l with subvolumes intersecting S
v l number of nodes at level l of an octree
Ck; k ¼ 1;2; . . . ;K subdomains of Bð0Þ, compartments
NXðDÞ;NSðDÞ;NcðDÞ number of boxes from Z3D intersecting with a bounded set X;S; c
PðSÞ NSðDÞD2

Cð1ÞðXÞ set of all continuously differentiable functions, defined on the set X
lðXÞ lebesgue measure of the set X
Fk;l normalized maximal value of function f on Sxy \ Bkl

Fk;l normalized minimal value of function f on Sxy \ Bkl

R union of rectangles Ri

Ri rectangle on Sxy

S union of all boundaries Sij; a surface
Sij boundary of subdomains Ci and Cj

Sxy;Sxz;Syz projections of surface S on coordinate planes; Sxy also denotes rectangle on plane xy
SR surface induced by R
MS maxðx;yÞ2Sxy

@f
@x ðx; yÞ þmaxðx;yÞ2Sxy

@f
@y ðx; yÞ þ 2

c finite union of Cð1Þ curves; A set with box-counting dimension <2
dS; dX boundaries of S;X
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as various porous materials [19]. To support the widespread application of this method and fully exploit the benefits, espe-
cially for multi-scale simulation tasks, a better understanding of its theoretical computational complexity is needed. This is
the motivation for our work.

Note that the problem considered in [11] can be reduced ultimately to the problem of indexing voxels intersecting with a
union of 3D Cð1Þ surfaces. The computational complexity of a recursive partitioning algorithm for approximation of 3D implicit
polynomial surfaces was discussed in [20]. In that paper, using a concept of �-entropy (the minimal number of closed balls of
radius � covering the surface), an upper bound for the algorithm complexity was proven. However, the problem of the lower
bound of the problem, as well as the computational complexity of the similar, but not equivalent, problem discussed in [11]
has remained open. Observe that experimental results [10,11] have indicated that the computational complexity of the recur-
sive algorithm proposed to solve the problem is quadratic w.r.t. the reciprocal linear dimension of a voxel. This has led to the
hypothesis that the asymptotic complexity of the algorithm is quadratic. Further, we wanted to examine the hypothesis that the
algorithm is computationally optimal, which warrants determination of the lower bound of the complexity.

In this paper, we formally restate the considered problem and the recursive partitioning algorithm in Section 2. In Sec-
tion 3, we demonstrate a quadratic computational complexity of the indexing algorithm. In addition, we demonstrate that
the influence of the overhead introduced by recursive partitioning of the domain does not increase the asymptotic complex-
ity of the algorithm. In Section 4, we formally prove the asymptotic number of uniform 3D cubic cells covering a finite union
of Cð1Þ surfaces, which is the main result in Section 3.

2. Recursive partitioning indexing algorithm

Consider a cubic box Bð0Þ � R3 and functions /i 2 Cð1ÞðBð0ÞÞ; i ¼ 1;2; . . . ;K (hereafter referred to as shape functions).
Define
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mdðxÞ ¼ min
16j6K

/jðxÞ:
The shape functions partition Bð0Þ into K subdomains C1;C2; . . . ;CK defined by
Ck ¼ x 2 Bð0Þ j /kðxÞ ¼mdðxÞ
n o

; k ¼ 1;2; . . . ;K:
In other words, the set Ck is set of all points x 2 Bð0Þ such that /kðxÞ is smallest among all values /jðxÞ for j ¼ 1;2; . . . ;K. These
subdomains Ck are hereafter referred to as compartments. Note that compartments Ck provide a suitable generalization of
Voronoi diagrams. Denote by Si;j the common boundary of Ci and Cj (1 6 i < j 6 K). Note that Si;j may be an empty set if
Ci and Cj do not have a common boundary. Furthermore, denote by S the union of all boundaries, i.e.,
S ¼
[

16i<j6K

Si;j ð1Þ
It is obvious that all Si;j are Cð1Þ surfaces implying that S is a piecewise Cð1Þ surface. We consider the following problem of
indexing the boundaries of the compartments.

Assume that each side of the initial box Bð0Þ with side length Dð0Þ, is divided into a total 2l equal parts. The entire box is
therefore divided into a total of 23l subboxes of unit size DðlÞ ¼ Dð0Þ=2l. Denote the set of all such subboxes by BðlÞ.

Problem 1 (BoxApprox). For a fixed L 2 N, find all subboxes B 2 BðLÞ of Bð0Þ having non-empty intersection with S. In other
words, find all subboxes B 2 BðLÞ having non-empty intersection with at least two compartments Ck.

Note that S is a bounded surface. By an appropriate shift of the coordinate system, we obtain that all subboxes B 2 BðLÞ are
coordinate boxes of a Z3DðLÞ coordinate lattice (i.e., a coordinate lattice with a unit size DðLÞ). Hence, we need to determine the
set of all coordinate boxes B of Z3DðLÞ having non-empty intersection with S.

A recursive partitioning algorithm to resolve this problem, which in addition indexes compartments, has been proposed
[11]. The algorithm maintains an octree corresponding to Bð0Þ. Each node g at the level l of the octree is associated with a
cubic subdomain g:B 2 BðlÞ of interest. Also, for each node the set g:U of shape functions is kept such that
g:U ¼ /i j /iðxÞ ¼mdðxÞ; for some x 2 g:Bf g:
in a breadth-first fashion [21]. Nodes at each level of the tree are successively examined; if g:B does not intersect S (i.e., g:U is
a one element set) the node is not further split. Otherwise, the node is split into eight nodes g1;g2; . . . ;g8 of the subsequent
tree level lþ 1 and the corresponding values gk:B and gk:U are determined. The recursive partitioning procedure continues
until the tree depth L is reached. The algorithm from [11] can be conceptualized using the pseudocode notation, shown in
Algorithm 2.1. Note that the function SplitVolume extracts a kth subvolume gk:B from a given volume g:B. The function Refine-
ShapeFunctions determine which shape functions gk:U are associated to a subvolume gk:B, based on the shape functions g:U
associated to a node g.

Algorithm 2.1.RecursivePartitionIndexingðBð0Þ; Uð0Þ; L; KÞ

Require: Root volume Bð0Þ, shape functions Uð0Þ ¼ f/1ðxÞ;/2ðxÞ; . . . ;/KðxÞg; and the depth L of the octree

1: Root:B :¼ Bð0Þ

2: Root:U :¼ Uð0Þ

3: for level l :=0 to L-1 do
4: for each octree node g at level l
5: if jg:Uj > 1 then
6: Split the node g into identical-sized, level lþ 1 subnodes gk; k ¼ 1; . . . ;8
7: for k :¼ 1 to 8 do
8: gk:B :¼ SplitVolumeðg:B; kÞ
9: gk:U :¼ RefineShapeFunctionsðgk:B;g:UÞ
10: end for
11: end if
12: end for
13: end for
14: for each leaf node g in the tree do
15: return g:B;g:U
16: end for
3. Computational complexity

In this section, we provide the computational complexity of Problem 1 and Algorithm 2.1. Denote by NXðDÞ the number of
boxes from lattice Z3D (i.e., a coordinate lattice with unit size D) having non-empty intersection with bounded set X � R3.
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3.1. Asymptotic complexity of problem 1

The computational complexity of Problem 1 is determined by the number NSðDðLÞÞ of cubes BðLÞ 2 BðLÞ. Recall that
DðLÞ ¼ Dð0Þ=2L where Dð0Þ is the size of initial bounding box Bð0Þ.

The following theorem, utilized in the rest of this Section, is proven in Section 4.

Theorem 3.1. Assume that S � R3 is a bounded, piecewise Cð1Þ surface. Then NSðDÞD2 ! const when D! 0.
The Theorem 3.2 below directly gives the asymptotic computational complexity of the Problem 1.

Theorem 3.2. The asymptotic computational complexity of Problem 1 is Hð22LÞ. In other words, the number NSðDðLÞÞ of all
subboxes BðLÞ 2 BðLÞ having non-empty intersection with S is asymptotically Hð22LÞ.
Proof. It is easy to see that S defined by (1) is piecewise Cð1Þ surface, since all /iðxÞ; i ¼ 1;2; . . . ;K are Cð1Þ functions. The state-
ment of the theorem now follows from Theorem 3.1. h
3.2. Asymptotic complexity of recursive partitioning algorithm

Denote by v l, the number of nodes at level l of the tree. Let ul denote the number of nodes intersecting the surface S at
level l of the tree. Denote by pL, the total number of nodes of the octree on levels 1;2; . . . ; L. As demonstrated in [11], function
SplitVolume has Oð1Þ complexity. Also, function RefineShapeFunctions has OðKÞ complexity. Hence, the computational com-
plexity of the Algorithm 2.1 is OðpLÞ.

The number of nodes ul in the level l of the tree containing the compartment boundaries is equal to the number NSðDðlÞÞ of
cubes with linear dimension DðlÞ ¼ Dð0Þ=2l containing the boundaries. Fig. 1 visualizes the octree we are considering. Black
nodes depict the tree nodes containing compartment boundaries (intersecting the surface S). Gray nodes contain only com-
partments. Note that ul is the number of black, while v l is the number of both black and gray nodes at level l.

Our main tools in the proof of an asymtotic formula for pL are Corollary 3.1 (following directly from Theorem 3.1) and
Lemma 3.1.

Corollary 3.1. There exists a constant C and a sequence xl ! 0 ðl! þ1Þ such that ul=4l ¼ C þxl.
Lemma 3.1. Assume that dl is any sequence such that dl ! 0 when l! þ1. Denote by
Fig. 1.
only co
cL ¼
dL�1

4
þ dL�2

42 þ � � � þ
d0

4L :
Then cL ! 0 when L! þ1.
Proof. Fix � > 0 and denote by L0 the number such that jdlj < � for every l > L0. For each L > L0 holds
Visualization of the octree. Black nodes depict the tree nodes containing compartment boundaries (intersecting the surface S). Gray nodes contain
mpartments. The number of black nodes at level l and the total number of nodes at the level l are denoted with ul and v l , respectively.
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jcLj 6
dL�1

4 þ
dL�2

42 þ � � � þ dL0

4L�L0

��� ���þ dL0

4L�L0 þ
dL0�1

4L�LL0þ1 þ � � � þ d0

4L

��� ���
6 � 1

4þ 1
42 þ � � � þ 1

4L�L0þ1

� �
þ 1

4L�L0 dL0 þ
dL0�1

4 þ � � � þ
d0

4L0

��� ���
¼ � 1�4�ðL�L0þ1Þ

3 þ 4�ðL�L0 ÞhðL0Þ
where
hðL0Þ ¼
XL0

l¼0

4�ldL0�l

�����
�����
does not depend on L. It is possible to choose sufficiently large L, so that 4�ðL�L0 ÞhðL0Þ < 2�=3 and subsequently jcLj < �. This
completes the proof of lemma. h

However, pL is directly proportional to the computation complexity of Algorithm 2.1 and equal to
pL ¼ v0 þ v1 þ � � � þ vL ¼ 1þ 8ðu0 þ u1 þ � � � þ uL�1Þ:

According to Corollary 3.1:
pL ¼ 1þ 8Cð40 þ 41 þ � � � þ 4L�1Þ þ 8ðx0 þx141 þ � � � þxL�14L�1Þ

and hence
pL

4L ¼ 4�L þ 8C
1� 4�L

3
þxL�1

4
þxL�2

42 þ � � � þ
x0

4L�1 :
According to Lemma 3.1 we get
lim
L!þ1

pL

4L � 8C
1� 4�L

3

�����
����� ¼ 0
implying that
lim
L!þ1

pL

4L ¼
8C
3

) pL ¼ Hð4LÞ: ð2Þ
According to this subsection (especially (2)), the following theorem holds:

Theorem 3.3. The computational complexity of Algorithm 2.1 is Hð4LÞ.
4. Asymptotic number of Z3 cells covering a piecewise Cð1Þ surface

Formal proof of Theorem 3.1 is provided stepwise in this section. From this point forward, let S represent an arbitrary
(piecewise) Cð1Þ surface and D > 0 is a real number.

4.1. Statement of the problem

Let S � R3 be the surface and denote by Sxy;Syz and Sxz its projections to the xy; yz and xz coordinate planes. Assume that
S can be represented as the graph of the function defined on Sxy, i.e.,
S ¼ ðx; y; f ðx; yÞÞ j ðx; yÞ 2 Sxy
� �

ð3Þ
where f : Sxy ! R is Cð1Þ function and Sxy is compact. Also assume that the boundary of S is a finite length curve.
Recall that, by NXðDÞ we denote the number of boxes from lattice Z3D (i.e., a coordinate lattice with unit size D) which

have non-empty intersection with bounded set X � R3. Also for the bounded set X � R2, denote by lðXÞ the (Lebesgue) mea-
sure of the set X. Further, denote by NXðDÞ the number of squares from corresponding Z2D lattice in a plane that has non-
empty intersection with X � R2.

The following definition of the box-counting dimension dimbðXÞ of the bounded set X � R3 is well-known (see for exam-
ple [22]):
dimbðXÞ ¼ lim
D!0
� log NXðDÞ

log D
: ð4Þ
It is also well-known (see for example [22]) that the box-counting dimensions of the surface S is equal to dimbðSÞ ¼ 2. This
means that for each � > 0, there is D� > 0 such that NSðDÞD2 2 ðD�;D��Þ holds for each D < D�. However, it does not automat-
ically imply that NSðDÞD2 converges to some constant C (when D! 0). Even more, it does not even imply that NSðDÞD2 is
bounded either from the top or from the bottom. In the rest of this Section we show that NSðDÞD2 converges (when
D! 0) and we find its limit value.
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4.2. Preliminary results

Assume that S does not pass through any node of lattice Z3D. Without loss of generality, assume that Sxy lies in the first
quadrant of the xy coordinate plane. Denote by Bkl ¼ ½kD; ðkþ 1ÞD� � ½lD; ðlþ 1ÞD� and
�Fk;l ¼ max
ðx;yÞ2Sxy\Bkl

f ðx; yÞ=D
� �

; Fk;l ¼ min
ðx;yÞ2Sxy\Bkl

f ðx; yÞ=D
	 

for every k; l 2 N0 such that Bkl have non-empty intersection with Sxy. The following propositions directly follow from con-
tinuity of f.

Proposition 4.1. The number of coordinate boxes with the base Bkl having non-empty intersection with S is equal to �Fk;l � Fk;l.
Hence,
NSðDÞ ¼
X

Bkl\Sxy–;
ð�Fk;l � Fk;lÞ: ð5Þ
Proposition 4.2. If X � R2 is compact then
lim
D!0

NXðDÞD2 ¼ lðXÞ:
Proposition 4.3. If c � R3 is any set with box-counting dimension less than 2, then NcðDÞD2 ! 0 when D! 0.
Proof. Assume that d ¼ dimbðcÞ. According to (4), we get NcðDÞ 6 D�d�� for some � < 2� d and D < D�. Hence
NcðDÞD2
6 D2�d�� ! 0; D! 0:
This completes the proof. h
Corollary 4.1. If c � R3 is a finite union of Cð1Þ curves, then NcðDÞD2 ! 0 when D! 0.
Proof. It is well-known (see for example [22]) that dimbðcÞ ¼ 1. Now the statement of the corollary follows directly from the
previous proposition. h

Denote by dS the boundary of a surface S and by dX the boundary of a compact set X � R2. In what follows, we always
assume that the boundary of every surface is a piecewise Cð1Þ curve.

Proposition 4.4. If S ¼ S1 [ S2 [ � � � [ Sm, where Si and Sj may have only boundary points in common (in other words
Si \ Sj � dSi [ dSj) then
0 6
Xm

i¼1

NSi ðDÞ � NSðDÞ 6 ðm� 1ÞNcðDÞ
where c ¼ [m
i¼1dS

i. If NSi ðDÞD2 ! Li when D! 0 for every i ¼ 1;2; . . . ; m, then NSðDÞD2 !
Pm

i¼1Li when D! 0.
Proof. Denote by s ¼
Pm

i¼1NSi ðDÞ. Assume that a coordinate box B intersects S but not c. Then, there is exactly one i such that
B intersects Si. Those boxes are counted once in s. On the other hand, if B intersects c, it might intersect more than one sur-
face Si. Those boxes are counted at most m times in s. Therefore, the difference
Xm

i¼1

NSi ðDÞ � NSðDÞ
gives the number of all additional counts of boxes, which are at most ðm� 1ÞNcðDÞ.
The second part follows from the fact that dSi is a piecewise Cð1Þ curve, implying that c is finite union of such curves and

NcðDÞD2 ! 0 according to Corollary 4.1. h

Denote by Nint
S ðDÞ the number of boxes B which intersect S but not dS. In the same sense, denote by Nd

SðDÞ ¼ NdSðDÞ the

number of boxes having non-empty intersection with dS. It is obvious that NSðDÞ ¼ Nint
S ðDÞ þ Nd

SðDÞ. Moreover, if B intersects
S but not dS, then its projection Bkl on the xy plane intersects Sxy but not dSxy. Therefore Bkl �

RR
Sxy and from Proposition 4.1

it holds that
Nint
S ðDÞ ¼

X
Bkl�intSxy

�Fk;l � Fk;l

� �
: ð6Þ
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Lemma 4.1. Assume that Sxy is compact with non-empty interior and denote by
MS ¼ max
ðx;yÞ2Sxy

@f
@x
ðx; yÞ þ max

ðx;yÞ2Sxy

@f
@y
ðx; yÞ þ 2: ð7Þ
Then
Nint
S ðDÞ 6 MS � NSxy ðDÞ:
Proof. Assume that Bkl � Sxy. Since f is continuous and Bkl is compact, there exist points ðx0; y0Þ; ðx1; y1Þ 2 Bkl \ Sxy where
f ðx; yÞ attains its minimum and maximum values, respectively, i.e., Fk;l ¼ bf ðx0; y0Þ=Dc and �Fk;l ¼ df ðx1; y1Þ=De. According to
the Lagrange theorem, there exists ðx0; y0Þ on the line connecting ðx0; y0Þ and ðx1; y1Þ, such that
�Fk;l � Fk;l 6
f ðx1 ;y1Þ�f ðx0 ;y0Þ

D þ 2

6 ½@f
@x ðx0; y0Þ

x1�x0
D þ @f

@y ðx0; y0Þ
y1�y0

D � þ 2

6
@f
@x ðx0; y0Þ þ

@f
@y ðx0; y0Þ þ 2 6 MS :
The number of boxes Bkl � Sxy is less than or equal to NSxy ðDÞ and hence it is valid:
Nint
S ðDÞ 6 MSNSxyðDÞ:
This completes the proof. h
4.3. Main result

Assume now that S can be represented in the same way as in (3), but taking Sxz and Syz respectively as the domain of the
function f. In other words, assume that
S ¼ fðx; f xzðx; zÞ; zÞjðx; zÞ 2 Sxzg ¼ fðf yzðy; zÞ; y; zÞjðy; zÞ 2 Syzg:
It can be easily seen that f ð�x; �Þ and f ð�; �yÞ are bijections. Indeed, if z ¼ f ð�x; y0Þ ¼ f ð�x; y1Þ, for some ð�x; y0Þ; ð�x; y1Þ 2 Sxy, then
ð�x; y0;�zÞ 2 S and ð�x; y1;�zÞ 2 S which implies that y0 ¼ y1 ¼ f xzð�x;�zÞ. Assume that @f=@xðx0; y0Þ ¼ 0 for some ðx0; y0Þ 2 intSxy. Con-
sider the function f ð�; y0Þ in the neighborhood of ðx0; y0Þ. It has a local minimum in x0 which means that it is not a bijection.
Therefore, @f=@x – 0 and hence it does not change its sign on Sxy. The same holds for @f=@y. Without loosing generality, we
may assume that both partial derivatives are positive on Sxy.

In what follows, we show the proof of the following theorem.

Theorem 4.1. The following is valid
lim
D!0

NSðDÞD2 ¼ PðSÞ ¼ lðSxyÞ þ lðSyzÞ þ lðSxzÞ ð8Þ
where the limit is taken over those values D such that S do not contain any node of the lattice Z3D.
First we prove the theorem for rectangular Sxy.

Lemma 4.2. Assume that Sxy is rectangle ½xmin; xmax� � ½ymin; ymax�. Then (8) is valid.
Proof. Without loss of generality, assume that xmin 2 ½0;DÞ. If the latter is not true, then translate the surface by the vector
ðbxmin=DcD;0;0Þ. In the same way, assume that ymin 2 ½0;DÞ. Let m ¼ bxmax=Dc and n ¼ bymax=Dc. Furthermore, define
xk ¼
xmin; k ¼ 0
kD; k ¼ 1;2 . . . ;m

xmax; k ¼ mþ 1:

8><
>:
and analogously yl for l ¼ 0;1; . . . ;nþ 1. According to Proposition 4.1, we have
NSðDÞ ¼
Xm

k¼0

Xn

l¼0

ð�Fk;l � Fk;lÞ: ð9Þ
Note that Bkl � Sxy for k ¼ 1;2; . . . ;m� 1 and l ¼ 1;2; . . . ;n� 1. Since f ðx; yÞ is monotonically increasing function of both x
and y, we conclude that
Fk;l ¼ f ðxk; ylÞ=Db c
�Fk;l ¼ f ðxkþ1; ylþ1Þ=D

 �
¼ Fkþ1;lþ1 þ 1

k ¼ 1; . . . ;m� 1;
l ¼ 1; . . . ; n� 1:
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Replacing this in (9) yields
NSðDÞ ¼ mnþ
Xm

k¼0

ð�Fk;n � Fk;0Þ þ
Xn

l¼0

ð�Fm;l � F0;lÞ � ð�Fm;n � F0;0Þ: ð10Þ
Now consider Sxz. Due to the continuity and monotonicity of f, it can be written in the form
Sxz ¼ ðx; zÞjx 2 ½xmin; xmax�; z 2 ½f ðx; yminÞ; f ðx; ymaxÞ�f g:

Thus, it is evident that the number of boxes of Z2D having non-empty intersection with Sxz \ ð½xk; xkþ1� � RÞ is equal to
�Fk;n � Fk;0 ¼ df ðxkþ1; ymaxÞ=De � bf ðxk; ymaxÞ=Dc:
Therefore, the first sum in (10) is equal to NSxz ðDÞ. The same way, the second sum is NSyz ðDÞ. According to these, we now have
NSðDÞD2 ¼ mnD2 þ NSxz ðDÞD
2 þ NSyz ðDÞD

2 � ð�Fm;n � F0;0ÞD2: ð11Þ
Since jxminj < D (by assumption from the beginning of the proof), we get
jxmax � xmin �mDj 6 jxmax �mDj þ D 6 2D
and similarly jymax � ymin � nDj 6 2D. Hence, the limit of the first term in (11) is lðSxyÞ ¼ ðxmax � xminÞðymax � yminÞ, when
D! 0. Proposition 4.2 implies that the second and third term in (11) tend to lðSxzÞ and lðSyzÞ respectively. Finally, the forth
term can be bounded as
ð�Fm;n � F0;0ÞD2
6

f ðxmax; ymaxÞ
D

� f ðxmin; yminÞ
D

þ 2
� �

D2
and hence tends to 0. This completes the proof of the Lemma 4.2. h
Proof (Proof of the main theorem). Since Sxy is compact, it can be approximated by the union of rectangles
Ri #Sxy; i ¼ 1;2; . . . ; m having only boundary points in common, such that
lð�SxyÞ <
�

12MS
; �Sxy ¼ Sxy n R; R ¼ [m

i¼1Ri
and PðSÞ � PðSRÞ < �=3, where � > 0 is arbitrary and
SR ¼ fðx; y; f ðx; yÞÞjðx; yÞ 2 Rg
is a surface induced by the union of the rectangles R. The same way, define SRi
and Sc where c ¼ [m

i¼1dSRi
[ dS. Furthermore,

let �S ¼ S n SR. Note that d�S ¼ dSR [ dS# c. According to Lemma 4.2 and Proposition 4.4, there exist D1 > 0 such that
NSR ðDÞD
2 � PðSRÞ

��� ��� 6 �
3

for all D 6 D1. Furthermore, according to Proposition 4.4 we have
jNSðDÞD2 � NSR ðDÞD
2j 6 N�SðDÞD2 þ mNcðDÞD2

6 Nint
�S ðDÞD

2 þ ðmþ 1ÞNcðDÞD2:
The last inequality holds since d�S# c and hence Nd
�SðDÞ ¼ Nd�SðDÞ 6 NcðDÞ. The first term can be bounded (Lemma 4.1) by:
Nint
�S ðDÞD

2
6 M�S � N�Sxy

ðDÞD2
6 MS � N�Sxy

ðDÞD2:
Here we used that M�S 6 MS since the maximum is taken over the larger set (see (7)). According to Proposition 4.2, we can
choose D2 > 0 such that jN�Sxy ðDÞD

2 � lð�SxyÞj 6 �=ð12MSÞ for all D 6 D2. Then
jN�Sxy
ðDÞD2j 6 �

12MS
þ l �Sxy

� �
6

�
6MS
and
Nint
�S ðDÞD

2
6 M�S

�
6MS

6
�
6
:

Corollary 4.1 yields that there exists D3 > 0 such that NcðDÞD2 < �=ð6ðmþ 1ÞÞ for all D 6 D3. Putting everything together,
we get
jNSðDÞD2 � NSR ðDÞD
2j 6 �

3
:

Finally
jNSðDÞD2 � PðSÞj 6 jNSðDÞD2 � NSR ðDÞD
2j þ jNSR ðDÞD

2 � PðSRÞj þ jPðSRÞ � PðSÞj 6 �
for every D < minfD1;D2;D3g. This completes the proof of the theorem. h
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4.4. Extensions on arbitrary (piecewise) Cð1Þ surfaces

Theorem 4.1 implies that NSðDÞD2 tends to PðSÞ when D! 0, if S is a graph surface of the Cð1Þ function f defined on the
compact Sxy. Moreover, assumption is that S can be also represented as the graph surface on Syz and Sxz.

Note that any Cð1Þ surface can be divided on finitely many graph surfaces. Also, each graph Cð1Þ surface can be divided on
finitely many surfaces that can be represented as graph surfaces on all three projections.

In that sense, every Cð1Þ surface S can be divided on finitely many Cð1Þ surfaces Si; i ¼ 1;2; . . . ;m satisfying the conditions
assumed in the previous section. According to Proposition 4.4 and Theorem 4.1, we conclude that
lim
D!0

NSðDÞD2 ¼
Xm

i¼1

PðSiÞ:
Therefore, the following Corollary holds, which is equivalent to Theorem 3.1.

Corollary 4.2. Let S be a union of a finite number of Cð1Þ surfaces. Then,
lim
D!0

NSðDÞD2 ¼ C
where C is a constant.
5. Discussion and conclusion

In this paper, we considered the problem of indexing cells on a uniform grid intersecting with a union of a finite number
of Cð1Þ surfaces. As a main result, we prove that the problem has quadratic asymptotic complexity in the reciprocal linear size
of a grid cell. Also, we demonstrated that a practical recursive partitioning algorithm [11] that indexes the grid cells inter-
secting with the surfaces achieves the problem complexity bound and therefore is asymptotically optimal. We believe this
opens the venue for further application of the algorithm in multi-scale simulation.

Note that in [11], a statistical analysis of the algorithm complexity was performed. There, execution time of multiple runs
of the algorithm implementation was regressed as a function of a power of a reciprocal linear size of a grid cell. Using the t-
test, the hypothesis that the power coefficient of the regression model is 2 could not be rejected with significance a ¼ 0:05
(see e.g., [23] for details on regression models estimation and inference). These results are consistent with the theoretical
considerations presented in this paper.

Work continues on generalization of the main result when the indexed surface has a box-counting dimension different
from 2.
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